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Abstract The climate of the last glacial maximum

(LGM) is simulated with a high-resolution atmospheric

general circulation model, the NCAR CCM3 at spectral

truncation of T170, corresponding to a grid cell size of

roughly 75 km. The purpose of the study is to assess

whether there are significant benefits from the higher

resolution simulation compared to the lower resolution

simulation associated with the role of topography. The

LGM simulations were forced with modified CLIMAP sea

ice distribution and sea surface temperatures (SST)

reduced by 1�C, ice sheet topography, reduced CO2, and

21,000 BP orbital parameters. The high-resolution model

captures modern climate reasonably well, in particular the

distribution of heavy precipitation in the tropical Pacific.

For the ice age case, surface temperature simulated by the

high-resolution model agrees better with those of proxy

estimates than does the low-resolution model. Despite the

fact that tropical SSTs were only 2.1�C less than the

control run, there are many lowland tropical land areas

4–6�C colder than present. Comparison of T170 model

results with the best constrained proxy temperature esti-

mates (noble gas concentrations in groundwater) now

yield no significant differences between model and

observations. There are also significant upland tempera-

ture changes in the best resolved tropical mountain belt

(the Andes). We provisionally attribute this result in part

as resulting from decreased lateral mixing between ocean

and land in a model with more model grid cells. A

longstanding model-data discrepancy therefore appears to

be resolved without invoking any unusual model physics.

The response of the Asian summer monsoon can also

be more clearly linked to local geography in the high-

resolution model than in the low-resolution model; this

distinction should enable more confident validation of

climate proxy data with the high-resolution model. Else-

where, an inferred salinity increase in the subtropical

North Atlantic may have significant implications for

ocean circulation changes during the LGM. A large part

of the Amazon and Congo Basins are simulated to be

substantially drier in the ice age—consistent with many

(but not all) paleo data. These results suggest that there

are considerable benefits derived from high-resolution

model regarding regional climate responses, and that

observationalists can now compare their results with

models that resolve geography at a resolution comparable

to that which the proxy data represent.
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1 Introduction

The last glacial maximum (LGM) climate event peaked

about 21,000 years ago and provides a great opportunity to

examine mechanisms for an alternate climate that has a

wealth of data for validation. Geological and geochemical

proxy data have been used to provide a broad picture of the

LGM climate (e.g., CLIMAP 1976, 1981). There have been

many studies of the global LGM climate using several

kinds of numerical models (Gates 1976; Manabe and Hahn

1977; Kutzbach and Wright 1985; Kutzbach and Guetter

1986; Hyde et al. 1989; Weaver et al. 1998; Ganopolski

et al. 1998; Broccoli 2000; Joussaume and Taylor 2000;

Hewitt et al. 2001; Kitoh et al. 2001; Kim et al. 2002, 2003;

Shin et al. 2003; Peltier and Solheim 2004; Kageyama et al.

2006; Otto-Bliesner et al. 2006). While these modelling

efforts have been useful for providing insight into many

important climatological processes, the models have used

relatively coarse spatial resolutions. In this study, we

revisit the simulation of the LGM climate using a relatively

fine resolution numerical model and investigate the climate

response to the imposition of the LGM boundary

conditions.

Although a fine-grid model has previously been run for

the North American sector (Bromwich et al. 2004, 2005),

to our knowledge this is the first application of a global

model at the same high resolution. In order to investigate

whether there is a difference in climate response between

the high resolution and low resolution, we also performed

simulations of the present and LGM climate using the low-

resolution version (T42) of the CCM3 with identical

boundary conditions that applied for the high-resolution

version. Even though large-scale features from the high-

resolution model version appear to be similar to those of

low-resolution, there are clear differences in regional-scale

features. This study focuses on the description of regional-

scale features of the LGM climate simulated in the high-

resolution model.

2 Model description and experiments

The simulations were performed with the CCM3 atmo-

spheric general circulation model. We used a model

version known as ‘‘CCM3.10.11 with 3.6.6 physics.’’ This

has identical physics to CCM3.6.6, but the computational

aspects of the model have been re-written to allow more

reliable and efficient operation on massively parallel

computers (Duffy et al. 2003). The CCM3.6.6 version was

updated from its original version by adding a capability to

calculate earth’s orbital parameters and screen height

temperature, changing the algorithm to calculate solar

zenith angle, modifying surface stress and solar radiation

calculations with 19 bands, and computing screen-height

temperature everywhere. CCM3 is a global spectral model.

It uses 18 levels in a hybrid vertical coordinate that is

terrain-following at the surface and reduces to a pressure

coordinate in the upper atmosphere with the model top at

2.9 hPa. Important physical processes are represented as

described in detail by Kiehl et al. (1998a, b). The CCM3

includes a comprehensive model of land surface processes

known as the NCAR Land Surface Model (LSM; Bonan

1998).

We performed the climate simulation with the model

resolution defined by a T170 truncation, which has the

transform grid of 512 9 256 cells with a typical grid size

of about 75 km. However, the smallest resolved features

are roughly 115 km, which corresponds to half a wave-

length of the shortest resolved zonal wave at the equator. In

the T170 model simulation, values of some parameters in

the cloud and evaporation parameterizations were adjusted

to minimize biases that were seen in results of simulations

performed by Duffy et al. (2003) at T170 using parameter

values from the T42 model; this tuning process, which is

described in more detail in Duffy et al. (2003), was how-

ever less thorough than that performed on the T42 model

version.

Table 1 describes the experiments analyzed in this

study. The modern climate simulation, hereafter referred to

as MOD, is forced by prescribed climatologically-aver-

aged, monthly sea-surface temperatures (SSTs) and sea ice

distributions provided by NCAR, a specified CO2 con-

centration of 355 ppm, and contemporary land mask and

topography. The second experiment, referred to as LGM,

involves conditions representative of the LGM. The

imposed LGM conditions are as follows.

1. The atmospheric CO2 concentration is reduced to

200 ppm following ice core data (e.g., Petit et al. 1999;

Sigenthaler et al. 2005).

2. The glacial surface topography was modified follow-

ing the ICE-4G reconstruction of Peltier (1994)

(Fig. 1a). The maximum height of the Laurentide ice

sheet is *3,000 m.

Table 1 Boundary conditions for the MOD and LGM experiments

Parameter Experiment

MOD LGM

SST NCAR CLIMAP

CO2 355 ppm 200 ppm

Eccentricity 0.01670� 0.01899�
Obliquity 23.441� 22.949�
Lon of Perihelion 102.72� 114.42�
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3. The land mask is modified to account for the lower sea

level (about 120 m; cf. Fairbanks 1989; Yokoyama

et al. 2000; Clark et al. 2001) as depicted by the blue

color along the continental margin in Fig. 1a. Note that

large areas of the western margin of the Pacific and

Atlantic are exposed to land in the LGM, and that the

Bering Strait is closed.

4. The lower boundary condition is a modified SST

reconstruction of climatologically averaged monthly

data prepared with the August and February recon-

structions by CLIMAP (1981) and interpolated for the

intervening intervals (Crowley and Baum 1997).

Although substantial questions have been raised about

the absolute value of the CLIMAP SST reconstruction

(see review in Crowley 2000), the general pattern of

warming and cooling has been much less disputed.

More recent studies now suggest that there may be

about a 1�C bias in the CLIMAP SST field (Crowley

2000; Lea 2004; Ballantyne et al. 2005). In order to

avoid the complication of ad hoc regional adjustments

to the CLIMAP mask, we simply specified that LGM

SSTs are lower everywhere by 1�C (Fig. 1b).

5. CLIMAP sea ice patterns were also adjusted. For the

North Atlantic, a variety of data suggests that the glacial

summer sea ice margin retreated into the eastern

Norwegian Sea. The winter limit has also been in

dispute. Our approach is to accept not new proxy SST

estimates for the oceanic polar front but rather the

faunal assemblage and sedimentological criteria out-

lined by McIntyre et al. (1976) to justify a rather

extreme winter sea ice margin along 42�N that is

consistent with the limit of winter ice rafted debris, the

presence of polar foraminiferal assemblages, and the

absence of coccolith assemblages. We base this choice

on the greater reliability of sediment boundaries than

that of transfer functions, confidently predicting the

maximum cooling in these regions (some biota changes

could be from other seasons). Even if further investi-

gations convincingly disprove this assumption, it is

useful as an end member to the range of possible sea ice

distributions for the winter North Atlantic LGM. For

the Southern Hemisphere, the extent of Antarctic sea

ice in the Pacific sector has been reduced about 5�C of

latitude, in accordance with a revised interpretation by

Burckle et al. (1982; cf. Crowley and Parkinson 1988).

6. Orbital parameters are set to contemporary and

21,000 years BP according to Berger (1978) (Table 1).

7. Vegetation and soil types are unchanged except for the

glaciated surfaces and land points arising due to sea-

level reduction (these were assigned median vegetation

and soil types for the CCM3). Although a vegetation

biome overlay has been used for one ice age simula-

tion (Crowley and Baum 1997), we believe it is best to

first assess the response of the atmosphere to the

physical changes in ice-age boundary condition.

3 Simulated climates

3.1 Control

The experiments were integrated for 6 years and the last

4 years were averaged and analyzed. In order to check how

the model performs in simulating modern climate, the

winter (December–January–February) and summer (June–

July–August) precipitations and annual mean total cloud

covers simulated in low-resolution (T42) and high-resolu-

tion (T170) versions are compared to observations (Fig. 2).

The observed precipitation is from Xie and Arkin (1998)

and cloud cover is from Warren et al. (1986, 1988). The

a) ICE SHEET TOPOGRAPHY

b) CLIMAP SST (Ann)

Fig. 1 Distribution of a the surface topography with the LGM ice

sheet and b annual-mean sea surface temperature (SST) based on

CLIMAP (1981) reconstruction. The LGM SSTs are lowered by 1�C

everywhere

S.-J. Kim et al.: High-resolution climate simulation of the last glacial maximum 3
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spatial distribution of precipitation is a variable generally

difficult to simulate in most climate models, as it depends

on a number of fundamental features in the model simu-

lation (there is almost no difference in the zonal mean

precipitation between the T42 and T170). In both seasons,

the model reproduces and captures the precipitation pattern

found in observations reasonably well. For example, the

heavy precipitation belt along the equatorial Pacific and

Indian Ocean associated with strong convection in the

inter-tropical convergence zone (ITCZ) is well simulated,

as is the relatively low precipitation from northern Africa

to the Middle East and in the eastern rims of the Pacific,

Atlantic, and South Indian Ocean associated with sub-

tropical anticyclones and strong upwelling. The maximum

summer precipitation in the western Indian Ocean associ-

ated the Asian monsoon is well captured in the simulation.

Although both model versions reproduce the present

precipitation reasonably well, the high-resolution version

simulates the precipitation pattern slightly better than the

T42 case. For example, in DJF the heavy convective pre-

cipitation in the equatorial Pacific appears to be more

realistic in the T170 than in T42 and in JJA the maximum

precipitation observed in the Bay of Bengal is well repro-

duced in the T170, whereas it is not that distinct in the T42

case. Even though the spatial pattern is in good agreement,

the magnitude of the simulated precipitation in both ver-

sions is slightly larger than observations. This is a typical

feature of the CCM3 as also shown by Hack et al. (1998)

and Duffy et al. (2003). Hack et al. (1998) showed that

CCM3 does a relatively poor job in simulating the tropical

intraseasonal precipitation variability.

The distribution of precipitation broadly resembles the

cloud cover (Fig. 2). This is particularly the case in low to

mid latitudes, as would be expected. The simulated cloud

cover tends to be overall overestimated in both model

versions, especially in northern and southern high latitudes.

An overestimation of cloud distribution in Antarctica using

CCM3 is also obtained in Hines et al. (2004). In the

Southern Ocean, the high-resolution version reproduces

cloud cover better than the low-resolution in comparison to

that of observation. Overall, CCM3 reproduces the modern

precipitation and clouds in a reasonable degree and the

high-resolution version of the model reproduces the fea-

tures better.

a)

b)

c)

d)

e)

f)

g)

h)

i)

Fig. 2 Geographic distribution of the simulated a winter (December–

January–February) and b summer (June–July–August) precipitation,

c annual-mean cloud in T42, and d winter, e summer precipitation,

f annual-mean cloud in T170, and observed g winter, h summer

precipitation, and i annual-mean cloud. Units are in mm day-1

precipitation and percent for cloud. Observed precipitation is from

Xie and Arkin (1998) and cloud is from Warren et al. (1986, 1988)

4 S.-J. Kim et al.: High-resolution climate simulation of the last glacial maximum
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3.2 LGM temperatures

Figure 3 compares the differences in annual mean surface

air temperature over lands between MOD and LGM sim-

ulated in T42 version of the model with T170 version.

There are both similarities and differences in surface

temperature responses. For example, the surface cooling is

prominent over the Laurentide and Fennoscandian ice

sheets in both model versions, but the degree of surface

cooling is slightly larger over the Laurentide ice sheet and

smaller over Eurasia in the T42 than in the T170. Tem-

peratures are colder in the non-glaciated region of Alaska

in the T170 run. By contrast there is a tongue of relatively

warm air in the south-eastern United States at T170 that

does not show up at T42. The difference in surface tem-

perature change between the two model versions in Alaska

and the south-eastern United States is illustrated by the

change in merdional heat flux (Fig. 4c, d). In both model

versions, there is an increase in northward heat flux along

the north-western rim of North America, but it is less

strong in the T170 case. The difference in the strength of

northward winds is presumably associated with the

difference in the representation of topography. The better-

resolution model leads to a more sharply northward

steering of winds along western North America and the

southerly winds are blocked at southern Alaska, leading to

the smaller northward heat transport. On the other hand, in

the lower-resolution model southerly winds appear to be

more diffuse over Alaska. The smaller northward heat

transport in the T170 consequently leads to the colder

southward heat transport in northeast of the Hudson Bay

and over Greenland. In the south-eastern United States,

there is stronger southward heat flux in the T42 than in

T170 case, leading to the lower surface temperature than in

T170 case. The reason for the difference of southward wind

change in the two model versions is not immediately clear.

The differences in resolution are also very clear for a

number of smaller (but still significant) regions, which

simply cannot be adequately resolved at T42 (e.g., Spain,

Italy, the British Isles, much of Scandinavia, Indonsesia,

Japan, New Zealand, Madagascar, and central America).

In order to check the performance of the high-resolution

model in comparison to the low-resolution version, we

examined the surface air temperature difference in loca-

tions where proxy estimates are available (Table 2). When

we focus on the proxy estimates that have the greatest

reliability (noble gas temperatures from groundwater),

results indicate that, although both model temperature

estimates are statistically indistinguishable from the

observations, 0.5 ± 0.8�C (T170) and -0.8 ± 1.3�C

(T42), which represent averages of the surface temperature

difference between proxy estimates from ground water

noble gas and T170 and T42 simulations listed in Table 2,

the T170 has lower error estimates. The same is true for

borehole estimates from ice sheets; T170 errors are one-

half those of T42. For the best resolved mountain range in

the tropics (the Andes), the T170 model in particular has a

well-defined cooling of 4–10�C, easily accommodating the

ice age reduction in snowline of about 850 m. Results from

both of these model runs, but particularly the T170 run,

indicate that the longstanding disagreement between LGM

tropical SSTs (Webster and Streten 1978; Rind and Peteet

1985) can be explained with a very modest assumption of a

+1�C bias in CLIMAP tropical SSTs and finer model res-

olution. We also calculated the Student t test p values to

compare how close the proxy data and model results are

(Table 3). Over most of the points, the high-resolution

temperature differences show a better agreement than those

of low-resolution with proxy data. The agreement is

especially better over land than in ocean.

Finally, over Antarctica, the largest cooling occurs in the

Weddell Sea and the Ross Sea (due to the increase in ice

sheet elevation) and the Indian sector of the Southern

Ocean partly due to the expansion of sea ice (Fig. 5). The

surface cooling is generally larger in western Antarctica

than the eastern part due to the larger increase in ice sheet

than in the East Antarctica.

Overall, simulated global mean surface air temperature

decreases by about 6.1�C in December–January–February,

a)

b)

Fig. 3 Geographic distribution of the change in annual-mean surface

air temperature simulated in a T42 and b T170 version
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5.7�C in June–July–August, and 5.9�C (annual) for the

high-resolution simulation. These values are virtually

identical to the T42 run and not surprisingly indicate that

the primary benefit from T170 comes on the regional scale.

3.3 South Asian monsoon

In a further comparison of the high and lower resolution

models, we examine the differences in summer precipita-

tion between T42 and T170 version over south Asia, where

the summer monsoon is of special interest and where large

LGM decreases have been documented (Fig. 6). Terrestrial

records from Asia and Africa and marine records from the

Indian Ocean indicate a significant weakening of the

summer (southwest) monsoon during glacial times (Cullen

1981; Street-Perrott and Perrott 1990; Porter et al. 1992;

An et al. 1993; Winkler and Wang 1993; Sirocko et al.

1993; Overpeck et al. 1996; Wang et al. 2001).

Many previous model simulations obtained a weaker

southwest monsoon with glacial conditions (Kutzbach and

Guetter 1986; Prell and Kutzbach 1987, 1992). However,

the GFDL coupled model Bush (2002) and using CCM3

Toracinta et al. (2004) obtained an enhanced southwest

monsoon with glacial boundary conditions. The main

difference between our result and that of Toracinta et al.

(2004) in the summer monsoon seems to be due to the

different treatment of the SST. Toracinta et al. (2004)

reduced CLIMAP SST by 4�C in the tropics (see above

discussion) and obtained an increase in the sea level

pressure over the Arabian Sea and decrease over the Asian

continent.

Even though there are general similarities in the pre-

cipitation change pattern between our T42 and T170

simulations, some differences exist. The most striking

differences involve the clear linkage of T170 anomalies to

topography or geography, whereas the T42 anomalies are

more like ‘‘floating blobs.’’ For example, the areas of high

precipitation in the T170 run can easily be associated with

the Eastern Ghats in southeast India, the Ganges Plain

in front of the highest part of the Himalayan Front

([8,000 m), and the southeast projection of the Himalayan

range along *100�E. Almost none of these features are

clearly resolvable at T42. The positive precipitation

anomaly at *90�E in the T42 model runs almost ortho-

gonal to the Himalayan front—a physical response that we

find enigmatic at best.

Specific regional anomalies in southeast Asia shown in

the T170 panel bear considerable resemblance to paleo-

climate reconstructions (Gathorne-Hardy et al. 2002) based

a) b)

c) d)

Fig. 4 Geographic distribution of the annual-mean meridional heat flux in a MOD simulated in T42, b LGM simulated in T170, c change

between MOD and LGM simulated in T42, and d change between MOD and LGM simulated in T170. Units are in km s-1

6 S.-J. Kim et al.: High-resolution climate simulation of the last glacial maximum
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Table 2 Annual-mean surface air temperature difference between LGM and MOD, and proxy estimates and model output of T170 and T42

versions. Differences are negative

No. Location DT (obs) DT (T170) dDT (T170) DT (T42) dDT (T42) Proxy method Source

1 72.6�N, 38.5�W 21 23 -2.0 16 +4.0 Borehole Cuffey et al. (1995)

2 72.6�N, 37.6�W 21 23 -2.0 17 +3.0 Borehole Dahl-Jensen et al. (1998)

3 78.3�S, 106.5�E 15 13 +2.0 9.5 +5.5 Borehole Salamatin et al. (1998)

4 28.5�S, 137�E 9 5.3 +3.7 4.6 +4.4 Emu eggshells Miller et al. (1997)

5 29.1�N, 98.8�W 5.2 5 +0.2 6.9 -1.7 Noble gas Stute et al. (1992)

6 36.5�N, 108�W 5.5 6.1 -0.6 4.3 +1.2 Noble gas Stute et al. (1995a)

7 7�S, 41.5�W 5.4 3.6 +1.8 4.2 +1.2 Noble gas Stute et al. (1995b)

8 10�N, 106�E 5 4.1 +0.9 5.8 -0.8 Noble gas Stute et al. (1997)

9 11�N, 13�E 6.4 4.9 +1.5 6.6 -0.2 Noble gas Edminds et al. (1998)

10 33�N, 83�W 4.3 5.3 +1.0 6.9 -2.6 Noble gas Clark et al. (1997)

11 39�N, 76�W 9 9 0.0 9.9 -0.9 Noble gas Aeschbach-Hertig et al. (1996)

12 23.5�N, 58�E 6.5 5.4 +1.1 7.9 -1.4 Noble gas Weyhenmeyer et al. (2000)

13 43.5�N, 1.5�W 5.7 5.8 -0.1 6.5 -0.8 Noble gas Kageyama et al. (2001)

14 48�N, 21�E 8.7 9.2 -0.5 10.7 -2.0 Noble gas

15 0.27�N, 66.7�W 5–6 2.4 +3.1 3.1 +2.4 Pollen Colinvaux et al. (1996)

16 4.9�N, 74.33�W 3–4 2.8 +0.7 1.1 +2.4 Pollen Farrera et al. (1999)

17 16�S, 69�W 5–7 5.8 +0.2 0.8 +5.2 Pollen

18 3.5�S, 29.57�E 5–6 4.1 +1.4 4.2 +1.3 Pollen

19 24.43�S, 28.75�E 5–6 2.2 +3.3 4.3 +1.2 Pollen

20 0.03�N, 37.47�E 5.1–8.8 5.9 +1.1 4.7 +2.3 Pollen

21 20.08�S, 43.37�W 5–7 4 +2.0 3.2 +2.3 Pollen

22 22�N, 100.5�W 1.5–3 3.7 -1.45 1.7 +0.55 Pollen

23 27.68�N, 85.4�E 6–8 4.8 +2.2 5.2 +1.8 Pollen

24 47�N, 38.5�E 20 7.6 +12.4 7.5 +12.5 Pollen Kageyama et al. (2001)

25 47�N, 6�E 9 8.1 +0.9 8.6 +0.4 Pollen

26 55�N, 83�E 10 9.8 +0.2 9.8 +0.2 Pollen Tarasov et al. (1999)

27 55.17�N, 57.58�E 8 8.1 -0.1 7.9 +0.1 Pollen

28 47.52�N, 111.27�E 10 5.3 +4.7 7.5 -2.5 Pollen

29 51.21�N, 99.45�E 5 5.9 -0.9 7.9 -2.9 Pollen

30 3.2�N, 50.4�E 1.5 1.8 -0.3 1.9 -0.4 Alkenone Bard et al. (1997)

31 1�N, 139�W 0.5 2.4 -1.9 2.4 -1.9 Alkenone Lyle et al. (1992)

32 0�, 23�W 1.8 3.9 -2.1 4.3 -2.5 Alkenone Sikes and Keigwin (1994)

33 25.02�N, 16.65�W 4.5 9.1 -4.6 7.7 -3.2 Alkenone Ternois et al. (2000)

34 21.48�N, 17.95�W 2–2.5 9.8 -7.55 10.3 -8.05 Alkenone

35 13.2�N, 59.3�W 5 3 +2.0 3 +2.0 Coral Guilderson et al. (1994)

36 14.52�S, 117.1�E 0.4 5.4 -5.0 5.8 -5.4 Faunal Barrows et al. (2000)

37 33.38�S, 161.61�E 4.2 3.4 +0.8 3.4 +0.8 Faunal

38 44.26�S, 150�E 3.3 3.6 -0.3 3.8 -3.5 Faunal

39 16.01�S, 76.33�W 6–9 1.5 +6.0 0.8 +6.7 Faunal Feldberg and Mix (2002)

40 0�, 15�W 5 3.8 +1.2 3.7 +1.3 Faunal Mix et al. (1999)

41 10�N, 40�W 2–3 2.6 -0.1 2.8 -0.3 Faunal

42 3�S, 82�W 4–5 2 +2.5 0.1 +4.4 Faunal

43 1�S, 110�W 2–3 1.2 +1.3 1.3 +1.2 Faunal

44 42�N, 130.01�W 3.5 4.7 -1.2 4.9 -1.4 Faunal Ortiz et al. (1997)

45 21.36�N, 158.19�W 2 0 +2.0 0.3 +1.7 Faunal, d18O Lee and Slowey (1999)

46 0.3�N, 159.4�E 2.8 3.3 -0.5 3.2 -0.4 Mg/Ca Lea et al. (2000)

47 2.3�N, 91�W 2.6 2 +0.6 2.3 +0.3 Mg/Ca

48 43.22�S, 11.74�E 4–5 3.8 +0.7 5.2 -0.7 Radiolaria Brathauer and Abelmann (1999)

49 49�S, 12.7�W 3–4 7.8 -4.3 8.8 -5.3 Radiolaria

50 3.2�N, 101.43�W 3.2 1.2 +2.0 1.3 +1.9 Radiolaria Pisias and Mix (1997)

51 16.45�S, 77.57�W 3.7 2 +1.7 2.2 +1.5 Radiolaria

S.-J. Kim et al.: High-resolution climate simulation of the last glacial maximum 7
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on palynological, geological, fossil, and termite data

(a similar pattern is broadly reproduced in the T42, but

the relationship to topography is not as well defined).

Gathorne-Hardy et al. (2002) suggested that during the

LGM most of Thailand, Peninsular Malaysia, western and

southern Borneo, eastern and southern Sumatra, and Java

were probably covered by savannah, and that rainforest

refugia were probably present in northern and eastern

Borneo, northern and western Sumatra, and the Mentawai

Islands. The sign of the JJA precipitation anomaly in Fig. 6

is consistent with all these changes except for the Malay

Peninsula (mixed pattern in the T170 run) and the Men-

tawai Islands, which the model cannot resolve.

3.4 North American sector

We focus on the North American/North Atlantic sector to

examine in more detail regional features in the T170

simulation. One of the most interesting features is the

response of the westerly jet over North America associated

with the presence of the Laurentide ice sheet (Fig. 7).

Some early LGM simulations indicated that the North

American ice sheet split the jet stream with one branch

flowing around the northern edge and another flowing

along the southern edge of the ice sheet (Kutzbach and

Wright 1985; Kutzbach and Guetter 1986). From sensi-

tivity experiments applying different elevations of the

Laurentide ice sheet, it was believed that the splitting of the

jet stream is caused by ice sheet orography and depends on

the elevation of the ice sheet (Rind 1987; Shinn and Barron

1989; Bromwich et al. 2004). However, some recent GCM

studies of the LGM show little indication of the split upper

level jet stream over the Laurentide ice sheet, even if it

were as high as CLIMAP (Felzer et al. 1996; Hall et al.

1996; Toracinta et al. 2004).

Figure 7 compares the upper level atmospheric circu-

lation at 300 hPa for the MOD and LGM in DJF simulated

in T42 with T170. In winter, the westerly jet becomes

stronger over North America and the North Atlantic and

extends farther north over western North America in both

model versions. Over Alaska the south-westerly wind in

the MOD is more southerly in the LGM, and this northern

branch of the jet blows along the northern rim of the

Laurentide ice sheet. There is also a southern branch of the

jet over Mexico, which meets the northern branch in

the North Atlantic along the main storm track.

Compared to the previous simulation by Kutzbach and

Wright (1985), the northern and southern branches are

located somewhat farther to the south in this study and the

southern branch is weaker. Whereas Kutzbach and Wright

(1985) obtained the westerly splitting in summer, the

splitting is not found in this study (not shown). Using

NCAR mseoscale model (Polar MM5), Bromwich et al.

(2004) also simulated the splitting of the westerly jet only

Table 3 Annual-mean surface air temperature difference (LGM-

MOD) of proxy estimates and model output for all points (51), land

points (29), and ocean points (22)

All Land Ocean

Proxy 6.1 8.2 3.2

T170 5.5 (0.55) 7.0 (0.37) 3.5 (0.62)

T42 5.4 (0.40) 6.7 (0.20) 2.6 (0.58)

Differences are negative. Listed italics in parentheses are student t test

p values comparing the high-resolution and low-resolution model

output to those estimated from proxy data

a)

b)

Fig. 5 Geographic distribution of the change in annual-mean surface

air temperature for a northern polar region and b southern polar

region
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in winter as in this study, but the splitting is much more

pronounced and the northern branch is stronger than this

study. The difference between these previous studies and

this study seems to be associated with the difference in the

representation of the ice sheet orography over North

America. The result obtained in this study indicates that a

modified splitting of the westerly jet over North America

persists even with the lower elevation Laurentide ice sheet

than that suggested by CLIMAP. Because the level of

splitting appears to be dependent in part on elevation of the

Laurentide Ice Sheet, we postulate that the Ice-5G recon-

struction (Peltier 2004), with a significant ice dome west of

Hudson’s Bay, might produce even greater amplifications

of the jet (and greater wave number one extremes—see

below) than the one we simulate.

The increase in southerly flow over western North

America leads to a poleward atmospheric heat transport

greater than the present in this region (Fig. 4c, d). The

perturbation of the flow is sufficiently large to cause a wave

number-one polarity in the polar heat anomalies, with the

Eurasian sector being much colder than the North Ameri-

can sector (Figs. 3, 5a). The temperatures over Greenland

are consistent with borehole measurements by Cuffey and

Clow (1997; see also Table 2).

The changes in circulation lead to changes in model

precipitation (Fig. 8). In both seasons, precipitation

decreases over Canada and large parts of the North Atlantic,

plus the Gulf of Mexico and Florida (the latter two espe-

cially in summer). Precipitation increases over the western

US and western Mexico, and in the eastern US along the

trend of the Appalachian Mountains and eastward of the

mountains. This feature is more distinct in the T170 case.

The increase in winter precipitation over the western US is

associated with the deepening of the Aleutian low pressure

in winter and the weakening of North Pacific high pressure

system in summer (not shown). Bromwich et al. (2004,

2005) also obtained a large precipitation along the western

margin of North America in their LGM simulation, which

they attributed to the frequent development of cyclones over

costal Beringia and Alaska, and in the Gulf of Mexico and

the eastern margin of North America along the southern

branch of the jet stream. This is verified in our run by a more

detailed analysis of the winter circulation (Unterman 2007).

The better resolution of geography in the T170 model

enables more precise placement of the locations of western

DJF precipitation maxima as being in the Great Valley of

California, a line running from SE to NW Arizona and

centered roughly on the central reaches of the Colorado

River, and an extension eastward to *100�W into the

southern High Plains (including the Edwards Plateau of

Texas) (Fig. 8a, d). DJF precipitation decreases in eastern

North America in a region parallel to and west of the

Appalachians; this is associated with the southward

expansion of the upper level trough (not shown) that par-

allels the northward expansion farther to the west.

The JJA moisture pattern over much of North America

east of the Rocky Mountains and south of the ice sheet is

due to a stronger subtropical high-pressure system over the

North Atlantic, that is stretched along a southwest-north-

east axis (not shown), with orographic precipitation on the

eastern (windward) slope of the Sierra Madre Occidentale.

There is also a region of stronger center of precipitation

restricted to a 10–20� corridor in the Maritime Provinces of

Canada, between the ice sheet/sea ice boundary on the

northwest and a very strong subtropical high to the

southeast (not shown). Bromwich et al. (2004, 2005)

obtained a maximum summertime precipitation in the

southern margin of the Laurentide ice sheet in response to

the northward displacement of the jet stream and associated

cyclone frequencies.

The mean annual P-E pattern shows the net effect of the

precipitation and temperature changes on moisture avail-

ability (Fig. 8c, f). The pattern generally reflects the above

discussed precipitation changes, except that in the western

US during the LGM, the region of net moisture gain is

a)

b)

Fig. 6 Geographic distribution of the change in summer precipitation

over Asia simulated in a T42 and b T170 version. Units are in mm

day-1
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restricted to the Western Cordillera region. The sub-

parallel zones of maximum net moisture gain are in the

Sacramento Basin (cf. above discussion), the SE-NW line

from about 32�N and 109�W to 43�N, 116�W and

encompassing virtually the entire Colorado River Basin

and the upper reaches of the Snake River Plain in Idaho. A

third smaller region of meteorological interest involves a

small tongue originating at about 37�N, 108�W and curling

north-northwest around the highest part of Front Range of

the Rockies from the Medicine Bow Mountains in southern

Wyoming to the Sangre de Christo Mountains in north-

central New Mexico. Although the large-scale significance

of this response may be minor, it may be worth examining

more because of its meteorological interest.

Except for Florida, which is dominated by unusual

summertime aridity, most of the rest of the eastern US is

wetter than present in the annual mean. A comparison with

a change in hydrological budget indicates that the net

moisture increase west of the Appalachians is due to the

larger reduction in evaporation (not shown) over precipi-

tation associated with the surface cooling by up to about

10�C in comparison to present (Fig. 3). East of the

mountains the precipitation increase certainly plays a role

in the net moisture surplus. The increase in P-E over

southern Canada including the Great Lakes is due to a

larger reduction in evaporation (not shown) than that in

precipitation due to the marked surface cooling over the

Laurentide Ice Sheet (see Fig. 3).

The above results indicate that the regional climate

changes simulated by the T170 is different from the lower

resolution models because those models cannot resolve the

types of topographic features that are highlighted above—

not only with respect to the major uplifted terrains of the

Sierra Nevada and Colorado Rockies but also with respect

to the Appalachian Mountains. Without going into

exhaustive detail, we note that these results are in many

cases consistent with proxy evidence. Enhanced Florida

aridity is consistent with evidence from central Florida of a

low water table during the LGM (Watts 1983). Lake level

data and pollen and plant microfossils have long indicated

that the now-arid regions of the western US were generally

wetter in the LGM (e.g., Farrera et al. 1999; Kohfeld and

Harrison 2000). Our estimates of 0.5–1.0 mm/year net

moisture surplus are valuable for more quantitative testing

against hydrological models of some of the large lakes in

the Great Basin of Utah, such as Lake Lahontan/Great Salt

Lake. One of us (D. Erickson, in preparation) will be

reporting on moisture budget changes in this region, and

a) b)

c) d)

Fig. 7 Geographic distribution of the winter wind vectors at 300 hPa for a MOD and b LGM in T42, and c MOD and d LGM in T170 version.

Units are in m s-1
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comparison with observations, in more detail at a later

time.

Another region of interest for changes in P-E is the

North Atlantic where precipitation markedly reduced in the

LGM. The inferred salinity increase in the North Atlantic

between 30� and 35�N is in the same belt where, during the

LGM the Gulf Stream/North Atlantic Current System

transported warm water from the tropics to mid- and high-

latitudes (Crowley 1981). Explicitly incorporating the

effects of such salinity changes in models may reveal

additional insights into the dynamical ocean response of

this current system during the LGM.

3.5 African and South American moisture changes

Figure 9 displays the change in P-E in South America and

Africa in both model versions. In South America, parts of

a)

b)

c)

d)

e)

f)

Fig. 8 Geographic distribution of the change in a winter and

b summer precipitation, and c annual-mean precipitation minus

evaporation simulated in T42 version and d winter and e summer

precipitation, and f annual-mean precipitation minus evaporation

simulated in T170 version. Units are in mm day-1
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the Amazon are much drier than present, while between 15

and 25�S it is much wetter than present. The drier climate

in the Amazon is supported by the change in plant available

moisture inferred from pollen, which was less abundant in

the LGM than today (Farrera et al. 1999). The precipitation

changes are reflected in the changes in cloudiness (not

shown), which indicate fewer clouds in the north and more

clouds in the band of increased precipitation. The specific

circulation features responsible for these changes are not

immediately obvious and will be examined in detail in a

later publication. Wetter climate over parts of the high

elevation Andean Altiplano was however inferred by Far-

rera et al. (1999), using pollen and plant microfossil data. A

particularly intriguing result is the discrimination of clear

climate trends along the narrow coastal strip west of the

Andes—a region that is not adequately resolved in the

lower resolution simulation as shown in Fig. 10.

In Africa, the central part is drier, consistent with

the vegetation reconstruction of Crowley (1995). The

increased wetness in the eastern part is consistent with the

a)

c)

b)

d)

Fig. 9 Geographic distribution of the change in annual-mean precipitation minus evaporation for a South America and b Africa simulated in

T42 version and c South America and d Africa simulated in T170 version. Units are in mm day-1
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proxy evidence by Kohfeld and Harrison (2000) from P-E

inferences. In the simulation, there is almost no change in

P-E budget over northern Africa, but some paleoclimate

proxy evidence suggested this region to be wetter in the

LGM (e.g., Farrera et al. 1999). The reason for this

difference is not immediately clear.

4 Summary and conclusion

This study explores the response of a high-resolution cli-

mate model to the imposition of LGM boundary

conditions. The simulations were performed with the

NCAR CCM3 atmospheric general circulation model at a

spectral truncation of T170, corresponding to a horizontal

resolution of about 75 km. We performed a parallel T42

run to examine whether there are benefits from increasing

the resolution. In the modern climate simulation, the pre-

cipitation appears to be realistic in its pattern and

magnitude compared to observations. In particular, the

high-resolution model reproduces the heavy precipitation

belt in the tropical Pacific associated with ITCZ reasonably

well, which is an important climate factor difficult to

resolve in most climate models.

From a comparison of the surface air temperature from

proxy data to that simulated in the T170 and T42 model

versions, the high-resolution temperature differences show

a better agreement than those of the low-resolution model,

especially over land. Comparison of model temperature

estimates with the best-constrained proxy temperature

estimates (noble gases from groundwater) indicates no

significant differences, thereby apparently resolving a

longstanding model-data difference. Summer precipitation

change over Asia simulated in high-resolution model

shows a clear differences with the low-resolution version

associated with a linkage to topography in areas such as

southeast India and the Himalayas.

In the LGM simulation, one of the most interesting

features is the splitting of the upper level westerly jet

around the Laurentide ice sheet into northern and southern

branches over North America, especially in northern win-

ter. In the hydrological budget change pattern, the T170

simulation enables a finer level of discrimination of topo-

graphic features than in earlier runs, thus opening the door

for more precise validation of model results. In particular,

it is clear that even subdued features such as the Appala-

chian Mountains may result in significant differences in

regional climate response that just could not be discrimi-

nated at a lower level of resolution.

Much more could be commented on regarding these

simulations. An obvious area for future simulations would

involve the role of land vegetation/land use change (cf.

Crowley and Baum 1997) and uncertainties in our results

due to uncertainties in boundary conditions (particularly

sea ice and SST). But this paper sets out the major justi-

fication and highlights of some of the many benefits that

can be obtained from higher resolution simulations of the

ice age world. The results also provide a ‘‘model data’’

base that is on approximately the same scale as many

geological data and one that we plan to release at the time

of publication of this paper.
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