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ABSTRACT

In 2015, the sea ice extent (SIE) over the Sea of Okhotsk (Okhotsk SIE) hit a record low since 1979 during

February–March, the period when the sea ice extent generally reaches its annual maximum. To quantify the

role of anthropogenic influences on the changes observed in Okhotsk SIE, this study employed a fraction of

attributable risk (FAR) analysis to compare the probability of occurrence of extremeOkhotsk SIE events and

long-term SIE trends using phase 5 of the Coupled Model Intercomparison Project (CMIP5) multimodel

simulations performed with and without anthropogenic forcing. It was found that because of anthropogenic

influence, both the probability of extreme low Okhotsk SIEs that exceed the 2015 event and the observed

long-term trends during 1979–2015 have increased by more than 4 times (FAR5 0.76 to 1). In addition, it is

suggested that a strong negative phase of the North Pacific Oscillation (NPO) during midwinter (January–

February) 2015 also contributed to the 2015 extreme SIE event. An analysis based on multiple linear re-

gression was conducted to quantify relative contributions of the external forcing (anthropogenic plus natural)

and the NPO (internal variability) to the observed SIE changes. About 56.0% and 24.7% of the 2015 SIE

anomaly was estimated to be attributable to the external forcing and the strong negative NPO influence,

respectively. The external forcing was also found to explain about 86.1%of the observed long-term SIE trend.

Further, projections from the CMIP5 models indicate that a sea ice–free condition may occur in the Sea of

Okhotsk by the late twenty-first century in some models.

1. Introduction

Arctic sea ice has been melting at an accelerat-

ing rate (Meier et al. 2007; Comiso et al. 2008). The

Arctic regions have been the focus of many climate

change studies, since climate signals are expected to be

amplified by ice and snow albedo feedback over Arctic

regions (Holland and Bitz 2003). The Arctic sea ice

extent (SIE) decline has been largely attributed to

anthropogenic influence (Hegerl et al. 2007; Min et al.

2008). Wang and Overland (2009, 2012) suggested that

Arctic sea ice will continue to melt and that nearly ice-

free conditions may be observed in summers by the

2030s. Also, considerable regional sea ice loss during

summer or winter was projected by Overland and

Wang (2007). Further, Stroeve et al. (2007) suggested

that sea ice melting in the Arctic may occur faster than

model projections.
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Recently, Zhang and Knutson (2013) explored the

role of anthropogenic forcing in the extreme low sum-

mer Arctic SIE of 2012. They found detectable human

influence in the unprecedented low September Arctic

SIE for that year and a declining trend for 2001–12. The

likelihood of the occurrences was higher in the forced

plus internal variability experiments than it was in the

pure internal variability cases.

The SIE in the Sea of Okhotsk (Okhotsk SIE) is at its

annual maximum during February–March (FM, defined

as late winter). A record-breaking low SIE over the

satellite observation period (since 1979) was seen in

2015. Previous studies have revealed that sea ice con-

centration changes in the Sea of Okhotsk may have

great implications for atmospheric and oceanic condi-

tions. Honda et al. (1999) showed that sea ice melting in

the Okhotsk Sea causes anomalous heat fluxes at the

ocean surface and the propagation of stationary Rossby

waves, influencing global atmospheric circulations. It

has also been suggested that Northern Hemispheric

storm tracks are influenced by sea ice concentration

variability in the Sea of Okhotsk (Mesquita et al. 2011).

Further, Nakanowatari et al. (2007) suggested that the

decrease in production of dense shelf water and dis-

solved oxygen levels and the corresponding weakened

overturning in the northwestern North Pacific are

caused by the sea ice melting trend in the Sea of

Okhotsk.

In terms of the atmospheric forcing affecting sea ice

concentration in this region, previous studies suggested

that intensity changes in the Aleutian low and Siberian

high can affect the variability of sea ice in the Okhotsk

Sea (Parkinson 1990; Tachibana et al. 1996). Also, Ogi

et al. (2004) suggested that North Atlantic Oscillation

could possibly influence the Okhotsk SIE. Sasaki et al.

(2007) revealed that the atmospheric conditions dur-

ing late autumn and winter strongly influence late

winter sea ice variability in the Okhotsk Sea. They

also found that sea ice concentration variations on the

interannual time scale are influenced more by winter

atmospheric conditions than autumn ones. Further,

Linkin and Nigam (2008) found that the North Pacific

Oscillation (NPO)–west Pacific teleconnection pat-

tern has an influence on the sea ice concentration over

the Okhotsk Sea through horizontal wind and tem-

perature advection changes.

In this study, we explored the causes of the record low

Okhotsk SIE during 2015 FM using CMIP5 multimodel

simulations. Particularly, we examined whether such a

large reduction in Okhotsk SIE could be induced by an-

thropogenic warming. For this, we conducted a quanti-

tative attribution analysis of 2015 Okhotsk SIE in the

context of climate change. Since extreme events could

occur due to the compound effects of anthropogenic

forcing and natural internal variabilities, we investigated

the role of North Pacific atmospheric circulation condi-

tions on the extreme 2015 Okhotsk SIE anomaly, focus-

ing on the NPO. Further, we calculated the contribution

of each (external and internal) factor to the observed

anomalies in the extreme event and long-term trend. Fi-

nally, we diagnosed possible future changes in the

Okhotsk SIE to anticipate the arrival time of ice-free

conditions depending on different greenhouse gas emis-

sion scenarios, whichmay have important implications on

the whole Arctic SIE.

Section 2 describes observation and simulation da-

tasets and analysis methods. In section 3, the results of

the quantitative attribution analysis are explained. The

possible role of natural internal variability, contribu-

tion of different factors, and future projections are also

presented. Conclusions and discussions are given in

section 4.

2. Data and methods

The satellite dataset of Goddard NT (Cavalieri et al.

1996) during 1979–2015 was used as sea ice fraction

observations, which was produced using the NASA-

Team algorithm at the National Aeronautics and Space

Administration (NASA) Goddard Space Flight Center.

After selecting grids of the Sea of Okhotsk, following

the domain of Overland andWang (2007), the total area

of grid points that had a sea ice concentration greater

than 15% was collectively defined as the Okhotsk SIE

for each month. We used sea level pressure (SLP), ob-

tained from the National Centers for Environmental

Prediction (NCEP)–National Center for Atmospheric

Research (NCAR) reanalysis (Kalnay et al. 1996). For

surface air temperature, we used the observational

dataset from the NASA Goddard Institute for Space

Studies (GISS; Hansen et al. 1999).

Multimodel datasets of phase 5 of the Coupled Model

Intercomparison Project (CMIP5; Taylor et al. 2012)

experiments were used to assess the extent of anthro-

pogenic influence on the observed changes. First, we

used the historical (ALL) simulations, which were in-

tegrated with both anthropogenic and natural external

forcing, for 1979–2005 and the RCP (representative

concentration pathway) 4.5 scenario simulations (which

correspond to a nominal 4.5Wm22 anthropogenic

forcing up to 2100) for 2006–15. We defined these

historical–RCP4.5 datasets for 1979–2015 as ALL_P1,

and they represent the current climate (real world). To

represent a counterfactual world, historical simulations

for 1860–96 were defined as ALL_P0, and the anthro-

pogenic influence on them were assumed to be
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negligible. To account for the influence of individual

external forcing, we also utilized the historicalGHG

experiment, which considered greenhouse gas forcing

only, and the historicalNAT experiment, which had

natural (solar and volcanic) forcing only, for the period

of 1979–2012 (defined to GHG_P1 and NAT_P1,

respectively). Further, we used two future scenario ex-

periments of RCP4.5 and RCP8.5 (similar to RCP4.5,

but with 8.5Wm22 anthropogenic forcing up to 2100) to

project future changes of the Okhotsk SIE by 2100. All

the available ensemble members were used for each

experiment (Table 1). There were 123 runs for ALL_P1,

TABLE 1. List of CMIP5 model simulations used in this study. Numbers represent number of ensemble members. (Expansions of

acronyms are available online at http://www.ametsoc.org/PubsAcronymList.)

Model ALL_P1 ALL_P0 NAT_P1 GHG_P1

ACCESS1.0 1 1 — —

ACCESS1.3 1 3 — —

BCC-CSM1.1 1 3 1 1

BCC-CSM1.1-m 1 3 — —

CanCM4 10 — — —

CanESM2 5 5 5 5

CCSM4 6 6 — —

CESM1-BGC 1 1 — —

CESM1-CAM5 3 3 — —

CESM1-CAM5.1-FV2 — 4 — —

CESM1-FASTCHEM — 3 — —

CESM1-WACCM 3 1 — —

CMCC-CESM — 1 — —

CMCC-CM 1 1 — —

CMCC-CMS 1 1 — —

CNRM-CM5 1 10 6 6

CNRM-CM5.2 — 1 — —

CSIRO-Mk3.6.0 10 1 5 5

EC-EARTH 10 11 — —

FGOALS-g2 1 4 — —

FIO-ESM 3 3 — —

GFDL-CM2p1 10 — — —

GFDL-CM3 3 5 — —

GFDL-ESM2G 1 — — —

GFDL-ESM2M 1 — — —

GISS-E2-H 5 6 5 5

GISS-E2-H-CC 1 1 — —

GISS-E2-R 6 6 5 5

GISS-E2-R-CC 1 1 — —

HadCM3 10 10 — —

HadGEM2-AO 1 1 — —

HadGEM2-CC — 1 — —

HadGEM2-ES 1 4 4 4

INM-CM4 1 1 — —

IPSL-CM5A-LR 4 6 3 3

IPSL-CM5A-MR 1 3 3 —

IPSL-CM5B-LR 1 1 — —

MIROC4h 3 — — —

MIROC5 3 5 — —

MIROC-ESM 1 3 — —

MIROC-ESM-CHEM 1 1 — —

MPI-ESM-LR 3 3 — —

MPI-ESM-MR 3 3 — —

MPI-ESM-P — 2 — —

MRI-CGCM3 1 5 — —

MRI-ESM1 — 1 — —

NorESM1-M 1 3 1 1

NorESM1-ME 1 1 — —

Total 41 models 43 models 10 models 9 models

123 runs 139 runs 38 runs 35 runs
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139 runs for ALL_P0, 38 runs for NAT_P1, and 35 runs

for GHG_P1. All model datasets were interpolated onto

18 3 18 grids using a nearest-neighbor remapping

method and the SIEwas calculated by applying the same

method as used in the observations. The SIE anomalies

from all experiments were calculated relative to the

1979–2000 average from ALL_P1 to compare the cli-

mate responses to different forcing.

To evaluate the risk of the unprecedented reduction

observed in 2015 and declining trend inOkhotsk SIE, we

used the fraction of attributable risk (FAR) approach

(Stott et al. 2004). The FAR value is calculated as

12 (PN/PA), wherePA is the probability of the extremes

exceeding the strength of the observed event (or long-

term trend) in a real-world condition due to anthro-

pogenic influence (ALL_P1 or GHG_P1), while PN

represents the same probability of extreme events in a

counterfactual world without anthropogenic activity

(ALL_P0 or NAT_P1).

We estimated the contributions from ALL (anthro-

pogenic plus natural forcing) and the particular internal

variability to the observed 2015 Okhotsk SIE anomaly

and its long-term linear trend based on a linear re-

gression method. To estimate the contribution of ALL

forcing, we first regressed the observed time series of the

Okhotsk SIE (y) onto the multimodel mean (MME) of

ALL_P1 (x), such that y5 bx1 «. The regressed portion

(bx) or the scaled time series of ALL_P1MMEwas then

considered to be an attributable change due to influence

ofALL. This termwas divided by the observational 2015

anomaly, or long-term trend, to estimate its contribution

to the observed change as a percentage value. This

method is largely consistent with previous attribution

studies where model-simulated responses are scaled

to fit the observations, so the attributable change is de-

pendent not on the regression coefficient but on the

shape of model responses (Bindoff et al. 2013, and ref-

erences therein). To estimate the contribution of a

particular internal variability, we regressed residual

time series («) onto the index of internal variability

(here the NPO), and then the regressed portion was

regarded as the influence of the internal climate vari-

ability. To obtain an uncertainty range of contribution

from each of the factors, we repeated the above pro-

cesses using each ensemble member of ALL_P1 as a

pseudo-observation (y*). For this procedure, MME

of ALL_P1 was calculated without the ensemble

member used.

3. Results

Figure 1a shows that the Sea of Okhotsk experienced a

substantially low sea ice concentration in FM of 2015. It

was the lowest SIEon record for the past 37 years (Fig. 1b).

Also, the SIE in the whole Arctic (NH, 408–908N)

reached a record-minimum in FM of 2015. Interest-

ingly, the SIE in the whole Arctic was found to corre-

late strongly with the Okhotsk SIE (r 5 0.73). Even

with the long-term trend removed, a significant correla-

tion still existed between them (r 5 0.62). This indicates

that the Okhotsk SIE plays a role in explaining large

portion of the variability of the whole Arctic SIE during

FM. In particular, total Arctic SIE would not have been a

record low in 2015without theOkhotsk SIE contribution.

The observed and modeled Okhotsk SIE anoma-

lies are illustrated in Fig. 2a, for ALL_P1, ALL_P0,

FIG. 1. (a) Observed late winter (FM) sea ice concentration anomalies in the Sea of Okhotsk (%) during 2015,

relative to the 1979–2010mean. (b)Time series of FMOkhotsk (black) andwholeArctic (blue) sea ice extent (3106 km2)

for 1979–2015. Correlation coefficient (r) between two time series is presented.
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NAT_P1, and GHG_P1. Linear long-term trends are

robust in model experiments including human in-

fluences (ALL_P1 and GHG_P1), while the other ex-

periments show very weak trends. This indicates that

anthropogenic influence induces long-term decline

trends in late winter Okhotsk SIE. Using probability

density functions (PDFs), we compared the observed

and modeled Okhotsk SIE anomalies and linear trends

over whole periods (Figs. 2b,c). The PDFs of trends

(Fig. 2c) were constructed with long-term linear trends

of all runs available for each experiment (thin lines in

Fig. 2a). Okhotsk SIE (negative) anomalies that were

stronger than the observed 2015 event were found to

occur very rarely without anthropogenic influence

(Fig. 2b; 0.02% and 0.15% for ALL_P0 and NAT_P1,

respectively; see Table 2). On the other hand, ALL_P1

(0.64%) and GHG_P1 (8.07%) had stronger chances

of inducing a 2015-like extreme event. The FAR values

were 0.76 to 1.00, indicating that the risk of extreme

low Okhotsk SIE events has increased by more than 4

times due to anthropogenic influences.

Figure 2c compares the PDFs of modeled long-term

trends in Okhotsk SIE. It shows that the probability

of simulated melting trends being greater than the

observed trends over 1979–2015 is much greater for

ALL_P1 (13.01%) and GHG_P1 (22.86%) than it is for

FIG. 2. (a) Late winter (FM) Okhotsk SIE anomaly time series (3106 km2) from observation and CMIP5 ex-

periments. The straight black line indicates the observed long-term linear trend. Means of the ensemble members

for each experiment are indicated by thick colored lines, while thin lines indicate each simulation. (b) Normalized

PDF (probability density function) for theOkhotsk SIE anomaly (all years) fromALL_P1 (green), ALL_P0 (blue),

NAT_P1 (purple), andGHG_P1 (red). The vertical black line represents the observed anomaly in 2015. (c) As in (b),

but for long-term linear trends (1979–2015) in Okhotsk SIE [3106 km2 (37 yr)21] from the experiments and

observations.
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ALL_P0 (0%) andNAT_P1 (2.63%) (see Table 2). Thus,

the risk of stronger sea ice decline trends has increased

by more than 5 times due to anthropogenic influence

(FAR $ 0.80). We conducted sensitivity tests of the

FAR results to different model samples forALL_P1 and

ALL_P0. The models were divided to three groups

based on the model bias in Okhotsk SIE climatology.

These groups are as follows: 1) models with good per-

formance within 620% of the observed climatology, 2)

models with positive biases, and 3) models with negative

biases. FAR values (0.91 to 1) were found to be very

similar to results from full ensemble members. Also, the

difference of the probabilities (e.g., between ALL_P1

and NAT_P1) might result from differences of the

model sensitivity as well as anthropogenic influences. In

this respect, we repeated our analysis using common

model simulations that provide both ALL_P1 and

NAT_P1 datasets and found similar FAR values (not

shown). We have also checked the influence of different

analysis periods by using 60-yr datasets (1956–2015 for

ALL_P1 and 1860–1919 for ALL_P0) and obtained

similar results (not shown).

To explore the role of atmospheric circulation on the

2015 extreme SIE event, we investigated SLP anomaly

fields and surface wind vectors over the North Pacific

during the midwinter [January–February (JF)] of 2015

(Fig. 3a). It shows that a strong negative NPO-like pat-

tern exists, driving southeasterly winds into the Sea of

TABLE 2. Probability of event occurrences exceeding the observed 2015Okhotsk SIE anomaly and the long-term trend (1979–2015). FAR

(P0) and FAR (NAT) represent fractional attributable risk with respect to ALL_P0 and NAT_P1 in each experiment.

Observations ALL_P0 NAT_P1 ALL_P1 GHG_P1

2015 late winter (FM)

SIE anomaly

20.49 (3106 km2) 0.02% 0.15% 0.64% 8.07%

FAR (P0) 5 0.97 FAR (P0) 5 1.00

FAR (NAT) 5 0.76 FAR (NAT) 5 0.98

Late winter (FM) SIE

trend (1979–2015)

20.36 [3106 km2 (37 yr)21] 0% 2.63% 13.01% 22.86%

FAR (P0) 5 1.00 FAR (P0) 5 1.00

FAR (NAT) 5 0.80 FAR (NAT) 5 0.88

FIG. 3. (a) Observed JF (January and February average) SLP (hPa; shading) and surface wind anomaly fields

(m s21; vector) in 2015, relative to the 1979–2000 mean. (b) Spatial pattern and (c) associated temporal coefficients

of the second EOF mode for JF SLP. (d) Spatial pattern of the linear regression coefficients of JF SLP over the

North Pacific onto the FM Okhotsk SIE (both detrended). Green dots indicate grid boxes with statistically sig-

nificant linear regression at 5% level.
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Okhotsk. Figures 3b and 3c show the spatial pattern and

associated time series of NPO, which is defined as the

principal component of the second EOF mode of SLP

over 08–708N, 1208–2408E (Rogers 1981). Actually, the

NPO index showed an unusual large negative phase of

NPO in winter 2015. When we investigated the correla-

tions between SIE and NPOwithmonthly and bimonthly

averaged values, maximum correlation was obtained

when the NPO led the SIE by one month. Consequently,

the detrended JF NPO index and FM Okhotsk SIE had

themaximum, statistically significant correlation (r5 0.49)

at the 1% level. Figure 3d shows a spatial pattern of the

regression coefficients of JF SLP onto FM Okhotsk SIE

(both detrended). Interestingly, the positive NPO-like

pattern (a spatial pattern correlation of 0.87 with the

NPOpattern in Fig. 3b)was found to be robustly related to

the Okhotsk SIE variability, representing that a negative

phase of NPO during JF leads to the decrease inOkhotsk

SIE during FM. Significant regression over the Bering

Sea indicates the important role of the west–east shift of

Aleutian low (Linkin and Nigam 2008).

To further explore mechanisms for the NPO–Okhotsk

SIE connection, we examined the spatial correlation

patterns of surface air temperature fields with the

Okhotsk SIE and NPO indices after removing long-term

linear trends (Fig. 4a). It indicated that negative phases of

NPO induce rises in surface temperature in the southern,

eastern, and northern quadrants of the North Pacific

Ocean, since it accompanies cyclonic circulation arising

from the tropics. Interestingly, in 2015, most of the

regions had the highest or second-highest recorded tem-

perature in the winter since 1979, even when the long-

term trendwas removed (Fig. 4b).Wealso confirmed that

the NPO had the greatest impact on the surface air

temperature on the areas adjacent to the Sea of Okhotsk

in simultaneous seasons, based on linear regression

analysis between them (not shown). We chose a latitude–

longitude area (468–608N, 1408–1808E; green solid box in

Fig. 4a) that had a strong correlation of the JF surface air

temperature with the FM Okhotsk SIE and with the JF

NPO index. The detrended area-averaged JF surface air

temperature had a robust correlation with the Okhotsk

SIE (r 5 20.61) and the NPO index (r 5 20.76). In ad-

dition, 2015 had the hottest recorded temperature, sup-

porting the robust relationships (Fig. 4c). In terms of

mechanism, previous studies revealed that wind vector

and speed variabilities of the prevailing northwesterly

winds over the Sea of Okhotsk control the Okhotsk SIE

variability (Kimura and Wakatsuchi 2001; Simizu et al.

2014). Our results seem to indicate that the sea ice ad-

vance associated with northwesterly winds was weaker

over the Sea of Okhotsk during 2015 JF due to the NPO-

driven anomalous southeasterly wind.

On the other hand, although there is an overall signif-

icant influence of late autumn atmosphere condition on

winter SIE as suggested by Sasaki et al. (2007), atmo-

spheric conditions during 2014 late autumnwere found to

give no contribution to the 2015 winter Okhotsk SIE (not

shown). In this respect, any possible connection between

the NPO and the late autumn atmospheric condition and

their combined impacts on the winter Okhotsk SIE

warrants further investigation. NPO and Okhotsk SIE

also have significant correlations with surface air tem-

perature over the subtropical western North Pacific

(Fig. 4a). This seems to be related to North Pacific Gyre

Oscillation (NPGO), which is the oceanic response to

NPO, and it induces substantial sea surface temperature

variations in the regions (Di Lorenzo et al. 2008).

To test whether the negative NPO triggers the

Okhotsk SIE reduction, we compared the Okhotsk SIE

FIG. 4. (a) Spatial distribution of correlation coefficients of

detrended surface air temperature with Okhotsk SIE (contour)

and with NPO index (shading). The solid green box (468–608N,

1408–1808E) indicates areas where the temperature has large

correlation coefficients withOkhotsk SIE andNPO indices. (b) Colors

identify grid boxes with detrended midwinter (JF) temperatures that

rank first (dark red), second (orange-red), and third (yellow-orange)

warmest in 2015. (c) Time series of detrended box [solid green box in

(a)] averagemidwinter (JF) surface air temperature anomalies (8C) for
1979–2015.
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distributions from model simulations when NPO had

positive or negative phases, following Christidis et al.

(2014) (Fig. 5). For this analysis, we selectedmodels that

had similar spatial patterns of NPO to the observed

(spatial correlation r $ 0.7; see Table S1 in the online

supplemental material). Since some simulations had a

NPO-like spatial pattern as the first EOF mode, we in-

vestigated the first and second modes. All the experi-

ments had stronger Okhotsk SIE reductions in the

distributions of negative NPO phases (Fig. 5). The two

distributions of the Okhotsk SIE anomalies for the

positive and negative NPO years were significantly dif-

ferent at 5% level in each experiment (based on a

Kolmogorov–Smirnov test). However, it should be

noted that Okhotsk SIE was still less in the cases that

included anthropogenic influences but had identical

NPO phases. Additionally, the NPO index does not

show a significant linear trend in the long-term obser-

vations (1948–2015) as well as in most of CMIP5 forced

simulations (not shown), which suggests the natural or-

igin of the NPO variability.

We estimated the contributions of ALL (anthropo-

genic plus natural forcing) and the NPO influences to

the observed Okhotsk SIE 2015 anomaly and long-term

trend in late winter (Fig. 6). For this, we used selected

models from ALL_P1, which had variabilities similar to

that of the observations. Following conditions were re-

quired for the model selection. First, the NPO in the

simulations should have significant spatial correlation

(r $ 0.7) with the observed NPO pattern. Second, the

Okhotsk SIE and NPO index in the simulations should

show significant correlations at 5% level. And third,

simulations that had too small temporal variations (no

change in the Okhotsk SIE over longer than 70% of the

analysis period) were excluded. Also, since some simu-

lations have much smaller linear long-term trends, we

selected the runs that had trends greater than 50%of the

MME trend (ALL_P1). There were 35 runs passing this

requirement (Table S1). Further, when we examined the

contributions to the 2015 extreme event, we selected the

samples within the last 10 years (2006–15), which had a

JF NPO index smaller than 21 and a normalized FM

Okhotsk SIE negatively greater than 50% of the ob-

served 2015 value. As mentioned above, we first re-

gressed the observed time series of the Okhotsk SIE

onto the multimodel mean of ALL_P1 (regression

0.
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FIG. 5. Normalized PDF of late winter (FM) Okhotsk SIE

anomaly (3106 km2) from ALL_P1 (green), ALL_P0 (blue),

NAT_P1 (purple), and GHG_P1 (red). Each experiment is divided

into years that contain negative (solid) or positive (dotted) NPO

phases. The vertical black line represents the observed extreme

2015 anomaly.

FIG. 6. Contributions of ALL forcing (anthropogenic plus nat-

ural forcing) and NPO for (a) the 2015 anomaly and (b) the long-

term trend. Contributions are plotted using model samples (box

and whisker) and observations (thick black open circle). Solid

horizontal black lines indicate the median of model samples’ con-

tribution. For each component, only 5th to 95th percentile values

from model samples are shown.
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coefficient b 5 1.80). The regressed portion (bx) was

then considered as the contribution of ALL forcing.

Similarly, to estimate the contribution of a NPO influ-

ence, we regressed residuals («) onto the NPO index,

and then the regressed portion was analyzed as the NPO

contribution.

Figure 6a illustrates that ALL forcing and negative

NPO contributions to the observed 2015 extreme event

were about 56.0% (13.4% to 116.3%) and 24.7% (14.6%

to 57.7%), respectively. These were similar to the me-

dian of contributions estimated from model samples,

although the results are substantially uncertain. Further,

the contribution to the linear long-term trend is ana-

lyzed in Fig. 6b. It shows that ALL and NPO account for

about 86.1% (60.6% to 121.3%) and25.6% (239.7% to

21.6%) of the observed linear-long term trend. Espe-

cially for ALL forcing, while the contribution estimated

from the observations was smaller than that of the me-

dian of simulated samples, the observed estimation lies

within the ranges of simulated uncertainty. In NPO, the

median of contributions estimated from model samples

is similar to the observational value, while NPO has

marginal impacts on long-term trends.

Finally, Fig. 7 shows FM Okhotsk SIE projections up

to 2100, from two future scenarios (RCP4.5 and

RCP8.5). Following Overland and Wang (2007), we

limited the ensembles having the 1979–2000 mean

within 620% of the observed Okhotsk SIE, since their

initial conditions at the end of the twentieth century are

critical to the twenty-first-century projections. Results

indicate that the annual maximum extent of Okhotsk

SIE is expected to continuously decrease until 2100.

Particularly, projection results from the RCP8.5 exper-

iment suggest that the Okhotsk Sea may become sea ice

free by the late twenty-first century in some models.

Although the RCP4.5 experiment did not project a sea

ice–free condition and had a relatively weak decline

trend during the twenty-first century, the results were

not conclusive since many CMIP5 models seem to un-

derestimate the observed trend. In terms of reliability,

we simply checked the influence of model skills in sim-

ulating SIE internal variability on future projections.

Projection results remained unchanged when using se-

lected ALL_P1 runs that can realistically simulate the

observed interannual variability (modeled SIE standard

deviation within 620% of the observed for 1979–2000

after detrending; not shown).

4. Summary and discussion

The Sea of Okhotsk experienced the lowest late

winter (FM) SIE on record in 2015, and the SIE has been

continuously decreasing over the past few decades. In

this study we quantified the influence of human activity

(mainly due to greenhouse gas increases) on the 2015

extreme SIE event and the long-term declining trend

during 1979–2015 by comparing results from CMIP5

multimodels simulated with and without anthropogenic

forcing. It was found that the probability of extreme sea

ice melting events occurring in the Sea of Okhotsk, like

the one in 2015, has increased by more than 4 times due

to anthropogenic influence (FAR 5 0.76 to 1.00).

Robust anthropogenic influence was also identified in

the observed declining trend in the Okhotsk SIE

(FAR 5 0.80 to 1.00).

In addition to anthropogenic forcing, the possible in-

fluence of NPO, which had a strong negative phase in

2015, was examined. Interestingly, significant and max-

imum correlation occurred between the Okhotsk SIE

and the NPO index (both detrended) when the NPO

leads the SIE by one month, indicating that the negative

phase of NPO leads to a decrease in the Okhotsk SIE. A

spatial pattern of regression coefficients of detrended

SLP onto Okhotsk SIE confirms that the negative NPO

phase is dominantly associated with the Okhotsk SIE

reduction. Further, we found that the surface tempera-

ture in the Sea of Okhotsk has a strong correlation with

the NPO index and with the Okhotsk SIE, with the

hottest warming record in 2015 since 1979 evenwhen the

long-term trend was removed. To further assess the in-

fluence of the NPO, we compared the distributions of

Okhotsk SIE between negative and positive NPO pha-

ses using CMIP5 multimodel simulations. During neg-

ative NPO phases, PDFs shift toward lower Okhotsk

FIG. 7. Time series of late winter (FM) Okhotsk SIE (3106 km2)

from observations (1979–2015, black), historical (1979–2005,

green), RCP4.5 (2006–2100, blue), and RCP8.5 (2006–2100, red).

Thick colored lines represent the ensemble mean of each experi-

ment, while thin lines indicate each simulation. Simulations and

projections are limited to models that pass 20% bias criterion (see

text for details).
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SIE as investigated in the observation. In contrast, NPO

does not have significant long-term trends in observa-

tions and forced simulations, suggesting the natural or-

igin of the NPO variability.

Further, we quantified the contributions of ALL (an-

thropogenic plus natural external forcing) and NPO (in-

ternal variability) influences to the amplitude of the 2015

extreme event and the long-term trend. About 56.0%

(13.4% to 116.3%) and 24.7% (14.6% to 57.7%) of the

2015 SIE anomaly were attributable to the external

forcing and the large negative NPO phase, respectively,

and about 86.1% (60.6% to 121.3%) of the observed

linear trend was found to be due to ALL forcing, in-

dicating that anthropogenic influence is largely re-

sponsible for the unprecedented 2015 reduction and

declining long-term trend in the Okhotsk SIE. Projection

results under theRCP8.5 scenario indicate that the Sea of

Okhotsk may experience a sea ice–free condition by the

late twenty-first century in some models. Although the

RCP4.5 scenario simulation does not predict sea ice–free

conditions in the twenty-first century, severe reduction is

expected in the Okhotsk SIE.

Our study provides new scientific evidence for the

anthropogenic influence on the local-scale sea ice

melting in the Sea of Okhotsk. We also identified the

important role of natural climate variability in the in-

terannual variations of the regional SIE. We also found

that most CMIP5 models underestimate the observed

sea ice loss trend in theOkhotsk Sea, whichmeans that a

similar underestimationmay occur in future projections.

Therefore, caution needs to be exercised when inter-

preting future projections based on the models. Never-

theless, understanding the past changes in the regional

sea ice cover in the Sea of Okhotsk provides important

implications for atmospheric and oceanic conditions and

ecosystems, as well as the transportation corridor over

the North Pacific.
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