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A strong wind event (SWE), so-called “severe gale”, with a 10 min average wind

speed of above 22 m/s occurred on 7 January 2013 at the King Sejong station (KSJ)

on the tip of the Antarctic Peninsula (AP). We examine the cause of the SWE and

assess the short-term predictability of such an event, using the state-of-the-art Polar

Weather Research and Forecasting (Polar WRF) model. The simulation results, ini-

tialized at 0000 UTC 6 January 2013, the day prior to the occurrence of the SWE,

produce the most accurate representation of the SWE in terms of strength (∼94% of

the peak wind speed). Both model results and observational records reveal that the

SWE is mainly caused by the approach of a deep depression with the central pressure

of 950 hPa. On top of this synoptic configuration, a particular shape of topography of

the AP plays a non-negligible role for further intensification of the wind at KSJ. As

the cyclone approaches the AP, the sea-level pressure becomes lower and is deformed

around the AP due to the topography, driving southeasterly winds traversing the AP.

The continuous flow overriding the AP generates a downslope windstorm at the lee

side of the AP. The windstorm effect driven by the deformation of sea-level pressure

by the topography of the AP is not properly represented in the coarser-resolution

(27 km) model domain compared with higher (3 and 9 km) resolutions. We con-

clude that the SWE at KSJ on 7 January 2013 is caused by the combined effect of a

synoptic-scale low-pressure system with local topography of the AP.
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1 INTRODUCTION

A strong, sustained near-surface wind is one of the most

prominent features of the Antarctic climate system and has

been studied in observational (Turner et al., 2001; 2009),

theoretical (Ball, 1960; Parish and Bromwich, 1987), and

numerical modelling (Parish and Waight, 1987; Heinemann,

1997; Adams, 2005; Orr et al., 2014; Deb et al., 2016) anal-

yses. Due to the effect of katabatic flow from the continental

interior towards the coast, studies on strong wind have been

conducted for coastal regions of Antarctica, especially for

East Antarctica. These studies have shown that many of the

strong wind events observed over the Antarctic coasts are

caused by either the persistence of topographic effects arising

from strong katabatic wind, or synoptic-scale depressions that

travel just off the Antarctic coastal region (Simmonds and

Keay, 2000), and sometimes the combined effect of these two

is responsible for the severe weather (Parish and Bromwich,

1998; van den Broeke and van Lipzig, 2003; Turner et al.,
2009).

Not all sectors of the Antarctic Peninsula (AP) expe-

rience persistent katabatic winds, although their climates

are strongly influenced by the local orography. The AP is

highly influenced by deep cyclonic systems from the Belling-

shausen Sea that pass through the Drake Passage because it

is located at the latitude of the circumpolar trough (Turner

et al., 2009). Therefore, severe weather events, such as strong

winds and blizzards, often occur around the AP. However,
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very few previous studies have investigated severe weather

events in this region. Turner et al. (2009) examined the char-

acteristics of strong wind events over the AP using in situ
meteorological observations at the Bellingshausen and Fara-

day stations and concluded that the strong wind events over

the AP were strongly influenced by synoptic-scale depres-

sions in its vicinity. Notwithstanding Turner et al. (2009)’s

work, there is still a lack of comprehensive understanding

on severe weather events over the AP. Although there are

reanalysis data available, limitations exist in carrying out an

analysis of small-scale extreme weather events at relatively

low resolution, in comparison to a regional model. Thus,

a high-resolution regional-scale atmospheric model is an

appropriate tool to generate fine-scale, dynamically and phys-

ically consistent regional-scale fields found in observations

(Giorgi et al., 1994).

In this study, we examine a strong wind event that occurred

on 7 January 2013 at the King Sejong station (hereinafter

called “KSJ”) located in the AP, using the Polar Weather

Research and Forecasting (Polar WRF) model (Hines and

Bromwich, 2008). The strong wind event occurring in aus-

tral summer (January) is unusual and remarkable because

wind is relatively calm at KSJ during austral summer. There

have been only two strong wind events exceeding instanta-

neous wind speed 41 m/s during summer since the establish-

ment of KSJ. The instantaneous wind speed of about 41 m/s

recorded in this case is the second biggest value in January.

The observed 10 min average wind speed of about 22 m/s is

classified as severe gale force on the Beaufort wind scale.

Sensitivity experiments on the initialization time of the

model are carried out, following the previous study where

changing the initialization time produced the largest sensitiv-

ity for strong wind simulations at Mawson, East Antarctica

(Orr et al., 2014). With this information, we first evaluate

the performance of the Polar WRF model by comparing the

strong wind reproduced in the model with local surface obser-

vations. We also discuss the main cause of the strong wind

event observed at KSJ by analysing the observations and

numerical simulation results.

Section 2 describes data, model experiments and validation

methodology. General characteristics of strong wind distribu-

tion at KSJ follow in section 3. Sections 4 and 5 present the

case description, simulation results and possible mechanism

of the strong wind event at KSJ, respectively.

2 DATA AND METHODS

2.1 Data

Surface observations from the Automatic Meteorologi-

cal Observation System (AMOS-1) in operation at KSJ

for 27 years from 1989 to 2015 are analysed in this study. The

AMOS comprises a wind vane and an anemometer installed

at a height of 10 m; a thermo-hygrometer at an elevation

of about 2 m; and a rain-gauge and a barometer at about 1.5 m

above the ground (Park et al., 2013). The data measured by

each sensor at an interval of 10 s or 1 s, depending on the

parameter of interest, are averaged once every 10 min and

stored in the data recorder.

Daily and monthly mean data derived from 10 min aver-

age observations of 10 m wind speed and direction are used

for the climatological analysis. In December 2003, a backup

observation system (AMOS-2) was installed and commis-

sioned at a location 5 m from AMOS-1. For our analysis,

the surface observations obtained from AMOS-1 are the pri-

mary dataset and any missing date periods are supplemented

by AMOS-2 data. In this study, AMOS-2 data have been

used for 2005, 2006, 2007 and 2008, when many of the

AMOS-1 data are missing. Surface variables from AMOS-1

and AMOS-2 are compared (not shown) for May and Septem-

ber 2008 in order to demonstrate their consistency. Compar-

ison of daily mean values of 10 m wind from AMOS-1 and

AMOS-2 shows a good agreement, with a mean difference

of 0.3 m/s (for u component of 10 m wind) and −0.5 m/s

(for v component of 10 m wind). The root-mean-square errors

are 1.25 m/s (for u component of 10 m wind) and 2.2 m/s

(for v component of 10 m wind). In addition, to confirm the

quality of the surface meteorological observations that are

used, we also compare them to the monthly surface station

data from the Reference Antarctic Data for Environmental

Research (READER) database (http://www.antarctica.ac.uk/

met/READER/metadata/metadata.html) created by the Sci-

entific Committee on Antarctic Research (SCAR) (Turner

et al., 2004). Note that the monthly mean values provided by

READER are produced as the mean of the 6-hourly synop-

tic observations. Comparison of yearly mean values of 10 m

wind from 1994 to 2015 shows good agreement between

the datasets. The mean differences in the yearly mean of

10 m wind between our data and the READER metadata

are −1.95 m/s and −1.06 m/s for the u and v components of

the 10 m wind, respectively. The 6-hourly European Centre

for Medium-range Weather Forecasting (ECMWF) Interim

reanalysis (ERA-Interim: Dee et al., 2011) data (equivalent

to a resolution ∼0.75◦) are compared with the daily climato-

logical trends of 10 m wind speed derived from AMOS data

discussed in section 3.

2.2 Model description

The Polar WRF (Hines and Bromwich, 2008) model (version

3.7), which is a modified version of the Advanced Research

WRF (ARW; WRF-ARW: Powers et al., 2017) that better rep-

resents key regional physical processes over the polar regions,

is used for the simulation of the strong wind event at KSJ.

The main modifications of the Polar WRF are included in

the Noah Land Surface Model (Hines and Bromwich, 2008),

which improves the representation of heat transfer through

snow and ice. For the numerical simulation of the strong wind

event, we apply three model domains with a horizontal reso-

lution of 27, 9 and 3 km around King George Island, where

http://www.antarctica.ac.uk/met/READER/metadata/metadata.html
http://www.antarctica.ac.uk/met/READER/metadata/metadata.html
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FIGURE 1 (a) Model domain at horizontal resolutions of 27 (d01), 9 (d02), and 3 (d03) km with terrain heights (contours, m). (b) Enlarged view of the 3 km

domain (d03), where the King Sejong station is located (black circle). The contour intervals of elevation in (a) and (b) are 400 and 200 m, respectively. The

black line from A to B represents the location of the vertical cross-section used in this study

KSJ is located (Figure 1). The 27 km domain covers the entire

Antarctic continent, and the 9 and 3 km domains cover pro-

gressively smaller regions of the AP sector that encompasses

King George Island. Three model domains are organized as

two-way nesting; the top of the model is set to 10 hPa, with

61 vertical layers, starting at approximately 13 m above the

surface. The ERA-Interim reanalysis data with a horizontal

resolution of ∼0.75◦ are used as the initial and boundary con-

ditions for the model simulation. The physics options used in

this study refer to the previous studies evaluating the simu-

lation performance of the WRF for the Antarctic region by

Bromwich et al. (2013). The physical parametrizations used

in the experiment include the WRF Single Moment 5-Class

cloud microphysics scheme (Hong et al., 2003), the Noah land

surface model (Chen and Dudhia, 2001), and the new version

of the rapid radiative transfer models (Iacono et al., 2008)

for general circulation models (RRTMG) for both short-wave

and long-wave radiation. The Mellor–Yamada–Janjić turbu-

lent kinetic energy (TKE) scheme (Janjić, 1994) is used

for the planetary boundary-layer parametrization and the

Monin–Obukhov (Monin and Obukhov, 1954) scheme is used

for the surface layer. The Grell–Devenyi ensemble scheme

(Grell and Devenyi, 2002) is applied to the 27 km grid

domain alone for the cumulus convective parametrization.

The detailed information about the model set-up is sum-

marized in Table 1. The land-type and topography infor-

mation obtained from the default United States Geological

Survey 24-category land-use data and global 30′′ elevation

data (GTOPO30) are used for the model run. The actual

topographic height at KSJ, located on the coast, is as low

as 10 m. On the other hand, the model terrain height at

the nearest grid point for each domain is 69.3 m (27 km),

40.1 m (9 km) and 0 m (3 km), which differ significantly

from the actual topographic height. Note that, although KSJ

is located on the shore of a small island, the actual and

model terrain height of the 3 km spatial resolution grid

show relatively good agreement with a difference value of

about 10 m.

2.3 Model experiments and validation methodology

To examine the sensitivity to the initialization time of the

model, the Polar WRF models are initialized at different times

and integrated for the selected period from 0000 UTC 6 Jan-

uary to 0000 UTC 9 January 2013. Orr et al. (2014) showed

that the model simulation is very sensitive to moving the

initial time for their strong wind event simulation at Maw-

son, East Antarctica. Each model simulation is initialized at

0000 UTC every day from 1 to 6 January using ERA-Interim

reanalysis data and run forward until 0000 UTC on the 9th

to simulate the strong wind event that occurred on 7 January.

That is, six model simulations with different initialization

times are run. The model simulations are specified as “jan6”,

“jan5”, “jan4”, “jan3”, “jan2” and “jan1” in this article. An

additional experiment is performed to see the effect of con-

sidering spin-up time for the strong wind simulation. In this

experiment, the 48 h time integration is carried out after ini-

tializing at 0000 UTC every day and the first 24 h simulation

result is excluded, taking into account the spin-up, and only

that of the remaining 24 h results (24–48 h of the model out-

put) are combined into simulation results for the analysis. This

experiment is specified as “s24h”. All numerical experiments

are illustrated in the schematic diagram shown in Figure 2.

The strong wind simulation performance of the Polar WRF

is evaluated by comparing model output with near-surface

meteorological variables observed at KSJ. The nearest model

grid value to the observation point is used in the comparison.

Since the model output is an instantaneous value, in prin-

ciple, it should be properly time-averaged to compare with

the averaged observation. However, we found that the com-

parison results are not sensitive to the particular choice of

time-averaging period up to 1 h (not shown). In this study, we

present the results using hourly mean observations to com-

pare with the model results. Note that height correction for a

difference between model and real topography is not applied

in the comparison. The hourly mean values are obtained by

averaging observations at 10 min intervals. The 10 m wind

speed and direction, 2 m temperature and sea-level pressure
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TABLE 1 Summary of model configuration

Domain1 Domain2 Domain3

Horizontal grid 281× 242 202× 220 187× 205

Resolution 27 km 9 km 3 km

Vertical layers 61 layers (model top: 10 hPa)

Geog data resolution 10 m′ 30 s′ 30 s′

Initial, lateral boundary condition ERA-Interim (6 h intervals with a spatial resolution of 0.75◦ × 0.75◦)

Time period 0000 UTC 6th–0000 UTC 9th January 2013

Base state temperature 273.16 K

Relaxation zone 4 grid point (default)

FIGURE 2 Time table of sensitivity experiments with different

initialization times. The grey zone indicates the analysis period that is used

for each experiment

derived from surface pressure are used to validate the model

results.

3 CHARACTERISTICS OF STRONG WIND
DISTRIBUTION AT KSJ STATION

Surface meteorological variables including surface air tem-

perature, wind speed and sea-level pressure at KSJ typically

show a weak seasonal cycle throughout the year. Espe-

cially, monthly-mean wind speeds exhibits small differences

of about 2–3 m/s (Figure 3a), which is consistent with the

wind observations at the Bellingshausen Station (62.2◦S,

58.9◦W), located near KSJ (Turner et al., 2009; van Wessem

et al., 2015). Year-round frequent passage of low-pressure

systems is regarded as a contributing factor for this weaker

seasonal cycle (Simmonds and Keay, 2000; Turner et al.,
2009). For this region, northwesterly winds (annual mean

value of ∼345◦) prevail throughout the year (not shown).

Figure 3b shows daily climatology of wind speed at KSJ dur-

ing the period from 1994 to 2015. The daily mean wind speed

exceeds 8 m/s from mid-autumn (April) to spring (Octo-

ber). Notable peak values of daily wind speed are found in

August, when the storm activity around Antarctica is most

pronounced, and in October with the southward migration

and deepening of the circumpolar trough as a result of the

semi-annual oscillation (Meehl, 1991; Simmonds and Jones,

FIGURE 3 (a) Monthly and (b) daily climatology of wind speed (m/s)

from observations (black thin line) and reanalysis (thin grey line) at KSJ

station for the period 1989–2015. The bold black and red lines indicate the

moving average value of daily variations in wind speed from observation

and reanalysis data, respectively [Colour figure can be viewed at

wileyonlinelibrary.com].

1998). Wind speed starts to decrease from mid-October and

becomes weakest in summer with a value of about 4.8 m/s.

Figure 3b also shows wind speed climatology obtained

from ERA-Interim data (red). The climatological wind in

ERA-Interim data is reasonably consistent with observations

in the warm season with a small negative bias. Note, how-

ever, that in the cold season, when wind becomes stronger,

ERA-Interim underestimates wind speed much more.

As described in the introduction, the strong wind event

occurred on 7 January 2013 with daily mean wind speed of

about 16 m/s. Therefore, as an anomaly, the event is obvi-

ously extreme and unusual compared to the climatological

wind of about 6.7 m/s in summer. To evaluate the degree of

extremeness of our case quantitatively, we show the frequency

distribution of the daily mean and 10 min average wind speed

for the period from 1989 to 2015 and the daily maximum

instantaneous wind speed for the period from 2005 to 2015,

respectively (Figure 4). Comparing the wind speeds of this

event with the distribution of climatological winds illustrates

http://wileyonlinelibrary.com
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FIGURE 4 Frequency distribution of 10 min (grey) and daily averaged (black) for 1989–2015, and daily maximum value of instantaneous 10 m wind speed

(red) for 2005–2015. The boxes on the x-axis correspond to the observed records of the event for daily averaged (black), 10 min (grey), and daily maximum

value of instantaneous 10 m wind speed (red) [Colour figure can be viewed at wileyonlinelibrary.com].

how extreme the event is. The boxes on the x-axis of Figure 4

correspond to the observed values of the event. Daily mean

values of 16 m/s (black box) occur less than 3% of the time;

10 min average values of 22 m/s (grey box) occur less than

0.34% of the time; daily maximum instantaneous winds of

41 m/s (red box) occur less than 0.88% of the time.

To examine the characteristics of extreme wind events

at KSJ, we present wind direction and composite map of

mean-sea-level pressure for extreme cases exceeding 41 m/s

of maximum instantaneous wind speed (Figure 5). The 22

strong-wind cases are divided into two groups of major

wind direction: easterly (90–150◦, 13 cases) and northerly

(326–360◦, 0–33◦, 9 cases). The composite map of mean

sea-level pressure is prepared using 6-hourly ERA-Interim

data at times close to the maximum instantaneous wind speed.

Composite maps present a well-developed low-pressure sys-

tem over Drake Passage. The central location and scale of

low-pressure systems are different in each of the two cases.

The pressure pattern is consistent with the major wind direc-

tion at KSJ, which is placed at the margin of the cyclone near

the strong pressure gradient. This suggests the controlling role

of low-pressure systems passing by Drake Passage on strong

winds observed at KSJ.

4 CASE DESCRIPTION

4.1 The synoptic environment

To review the synoptic conditions for the selected strong-wind

case, we present the surface weather charts provided by the

Chilean Meteorological Office. Figure 6 shows the dis-

tribution of surface pressure for the period from 6 to 8

January 2013. The low-pressure system directly related to

the strong wind event is generated at the southern end

of Chilean territory on 6 January during the passage of

a preceding large low-pressure system moving from west

to east (Figure 6a,b). Subsequently, the newly generated

low-pressure system moves toward the southeast direction,

deepening the central pressure with time, and arrives in the

vicinity of KSJ on 7 January; surface pressure shows the value

of about 965–970 hPa and isobars are densely distributed over

the surroundings of KSJ at 1800 UTC 7 January (Figure 6c).

Note that the pressure pattern shows large similarity with the

composite mean sea-level pressure map in Figure 5b, con-

tributing to the strong easterly wind observed at KSJ. Though

the low-pressure system is still located near KSJ on 8 January

(Figure 6d), the intensity becomes weaker (with the surface

pressure value of about 970–975 hPa) than that on 7 January.

Consistently, the wind speed at KSJ has greatly decreased.

The weakened low-pressure system moves far to the east after

1800 UTC 8 January (not shown).

4.2 Surface observations

The strong wind event occurring at KSJ on 7 January 2013

lasts almost 12 h, from 0640 to 1850 UTC and is recorded as

a blizzard in the weather report, the criteria being a wind

speed in excess of 14 m/s with heavy snow, and visibility

below 150 m. From AMOS observations (Figure 7a), the

hourly mean wind speed is around 10 m/s on 6 January and

http://wileyonlinelibrary.com
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FIGURE 5 (a) Wind rose diagram of maximum instantaneous wind speed exceeding 41 m/s at KSJ station. Composite mean-sea-level pressure (hPa) of

strong-wind cases showing (b) easterly and (c) northerly wind, respectively. Filled circles indicate the KSJ station [Colour figure can be viewed at

wileyonlinelibrary.com].

then starts to rapidly increase at 0000 UTC 7 January until it

reaches its maximum of about 21 m/s at 0800 UTC 7 January.

This strong wind continues until around 1800 UTC 7 January,

during which time it shows a maximum instantaneous wind

speed exceeding 41 m/s. Subsequently, the wind speed grad-

ually decreases and remains at around 5 m/s after 0600 UTC

8 January.

During the selected event, the wind direction varies from

about 100 to 150◦, showing mainly a southeasterly direction

(Figure 7d). Note that the northwesterly wind generally pre-

vails in January at KSJ. The surface pressure shows changes

in opposite phase to the change in wind speed (Figure 7b).

The surface pressure is shown to be around 978 hPa through-

out 6 January, and it begin to decrease around 0000 UTC 7

January, when the wind speed begins to increase, and drops

to around 965 hPa at 0800–0900 UTC 7 January, when the

maximum hourly wind speed is observed at KSJ. The low-

est surface pressure, of about 961 hPa, is recorded during

1600–1800 UTC 7 January, when the highest value of maxi-

mum instantaneous wind speed of about 41 m/s occurs. The

surface temperature decrease during the period of strong wind

(Figure 7c) is thought to be due to cold air advection from the

south. Turner et al. (2009) also mentioned that many strong

wind events at Bellingshausen are accompanied by negative

temperature anomalies, since the strongest winds around a

low often brought cold and more unstable air from the south.

5 SIMULATION RESULTS OF STRONG
WIND EVENT

5.1 Sensitivity to the initialization time

Figure 7 shows the hourly time series of surface variables

resulting from Polar WRF simulations (3 km) initialized at

different times at 0000 UTC from 1 to 6 January and consid-

ering spin-up time of 24 h. The black dots represent hourly

mean observations at KSJ. Among them, the simulated wind

speed from “jan6” (blue), the model that is initialized 24 h

before the occurrence of the strong wind event, is most

consistent with observations. Simulated wind speeds gener-

ally agree well with the observations, especially during the

generation and maintenance phase of the strong wind on 7

January. The wind speed, which is approximately 8.6 m/s at

0000 UTC 7 January, rapidly increases and reaches its maxi-

mum value of ∼21 m/s at 0800 UTC, and remains at this level

until 1800 UTC in observations. The simulated wind speed

from “jan6” captures the variation of this strong wind well,

in terms of strength (overestimate by 14% of the wind speed

at 0000 UTC and underestimate by 4% of the wind speed at

0800 UTC) and abrupt transition of the wind speed. Among

the remaining experimental results, “jan5” which is initialized

on 5 January, two days before the occurrence of the strong

wind event, simulates wind speed that is relatively consistent

with observations. However, the peak wind speed is slightly

http://wileyonlinelibrary.com
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FIGURE 6 Surface weather maps at: (a) 0000 and (b) 1800 UTC on 6 January 2013; (c) 1800 UTC 7 January 2013; and (d) 1800 UTC 8 January 2013,

obtained from the Chilean Meteorological Office. Sea-level pressure (solid black lines) is shown at 4 hPa intervals. The warm (red) and cold (blue) fronts are

shown. The KSJ station at King George Island is also indicated (red circle) [Colour figure can be viewed at wileyonlinelibrary.com].

underestimated compared to the observation. Simulations ini-

tialized before 0000 UTC 4 January underestimate the peak

wind speed by around 30% and poorly represent the timing of

the wind speed shift. The simulation result from “s24h” shows

a similar wind speed to those from “jan6” on 6 and 7 Jan-

uary. Note that the simulated wind speeds on 7 January from

“s24h” are the same as those from “jan6”, but they start to

diverge from “jan6” and observations at 0000 UTC 8 January.

This division comes from the difference between the simula-

tion results after 24 h from 0000 UTC 7 January from “s24h”

and after 48 h from 0000 UTC 6 January from “jan6”.

Similar to wind speed, all experiments are able to cap-

ture temporal variation of the sea-level pressure (Figure 7b).

“jan6” again shows the most consistent match with the

observed sea-level pressure, except for the period when

the sea-level pressure gradually decreases from 0000 to

0600 UTC on 7 January. The observed sea-level pressure min-

imum, with the value of ∼962 hPa at 1600 UTC 7 January, is

well reproduced by “jan6” with the value of ∼963 hPa. Other

experiments show minimum pressures that are slightly lower

than observations, by about 2–3 hPa (“jan2” show the lowest

value of ∼958 hPa).

Compared to other surface variables, the simulated 2 m

temperatures from all the experiments show relatively large

differences from the observations, especially on 6 January

(Figure 7c). In general, the model simulations tend to over-

estimate 2 m temperature. However, interestingly, the 2 m

temperature simulated by “jan6” is in a good agreement with

the observation for the period from 0200 to 1500 UTC on 7

January, when the strong wind is generated and maintained.

All model simulations show a good representation of

the southeasterly winds (110–150◦) during the maintenance

phase of the strong wind on 7 January (Figure 7d). Statistics

showing simulation performance of sensitivity experiments

are presented in Figure 8. As expected, the “jan6” experiment

outperforms and shows the best statistics among experiments

for wind speed, 2 m temperature and sea-level pressure.

5.2 Strong wind event simulated by Polar WRF

To look into the mechanism of the strong wind event, the wind

field and low-pressure system around KSJ are examined. Only

the simulation result from “jan6”, which shows the best per-

formance, is presented. Figure 9 shows the evolution of the

large-scale features of the 3 km domain sea-level pressure

with wind vectors at three stages of the strong wind event,

the onset (0000 UTC 7 January), the strongest (0800 UTC 7

January), and the cessation phase (1200 UTC 8 January). At

the onset (Figure 9a), an edge of the simulated low-pressure

system spanning King George Island and the vicinity of KSJ

is affected by the associated easterly wind (∼100◦). At the

strongest phase (Figure 9b), the low-pressure system devel-

ops and moves southeastwards, causing a decrease in surface

pressure and an increase in the wind speed near KSJ as time

goes by. The isobar distribution is denser and the easterly

wind turns into a stronger southeasterly wind (∼130◦) around

http://wileyonlinelibrary.com
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FIGURE 7 Hourly time-series of (a) 10 m wind speed (m/s); (b) sea-level pressure (hPa); (c) 2 m air temperature (◦C) and (d) wind direction (degrees) from

AMOS and Polar WRF simulations (3 km) with different initialization times (jan1–jan6) and consideration of spin-up time of 24 h (s24h). The solid vertical

lines indicate the strong wind period from 0700 to 1800 UTC on 7 January [Colour figure can be viewed at wileyonlinelibrary.com].

http://wileyonlinelibrary.com
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FIGURE 8 Taylor diagram showing model simulation skills of 10 m wind

speed (red filled circle), sea-level pressure (blue filled circle), and 2 m air

temperature (black filled circle) relative to the observations at KSJ station.

The numbers from 1 to 7 represent model experiment with different

initialization times [Colour figure can be viewed at wileyonlinelibrary.com].

KSJ. At 0800 UTC on 8 January, when a relatively weak wind

is observed at KSJ, the low-pressure system has moved far-

ther southeast and the intensity of the centre pressure becomes

weaker and the wind direction also changes consistently with

the location of the low-pressure system (Figure 9c).

The change of the wind field around KSJ along with the

evolution of the low-pressure system can be seen more clearly

in the enlarged view of the model simulation (Figure 10a–d).

At 0000 UTC 7 January, there exists a weak easterly with the

wind speed of less than ∼10 m/s around KSJ (Figure 10a). At

the strongest phase, strong southeasterly winds with a speed of

more than ∼20 m/s are well represented from west of the AP

towards King George Island, and KSJ is obviously under the

influence of the strong wind (Figure 10b). It should be noted

that the strong wind appears on the lee side of the AP with

the acceleration of its speed at the downstream region towards

KSJ at the peak phase. Acceleration of the wind on the lee

slope of the AP indicates the formation of a downslope wind-

storm. In this case-study, the downslope windstorm seems to

be caused by interaction between the southeasterly flow cir-

cumventing the cyclone and topography of the AP upstream

of KSJ. As the cyclone approaches the AP, the isobaric lines

of sea-level pressure become tighter and are deformed around

the AP due to the topography. There is a strong discontinu-

ity of the isobars along the east coast of the AP. Notably, a

southeasterly wind is formed over the east coast area of the

AP and this wind direction is different from the average wind

direction in other regions (Figure 10c,d).

The intensification of pressure gradient perpendicular to

the coastal line of the AP leads to speed-up of the local flow

across the mountain barrier. To help understand the process

of accelerated wind, the Froude number is calculated using

some representative values from the model output (Table 2).

The Froude number used in this study is:

𝐹𝑟 = U0

(
𝑔𝐻

Δ𝜃
𝜃

)−1∕2

,

where U0 is the wind speed, g is the gravitational acceleration

(9.8 m/s2), H is the height of the obstacle,Δ𝜃 is the increase in

potential temperature of the layer between the surface and the

top of the obstacle, and 𝜃 is the average potential temperature

of the layer between the surface and the height of the obstacle

(O’Connor and Bromwich, 1988). Froude numbers substan-

tially increase from 1.8 at 0000 UTC to 3.7 at 0800 UTC at

the windward side of the AP. Fr > 1 indicates that the flow

will have sufficient kinetic energy to traverse the topography.

That is, continuous flow overriding the AP, under conditions

where Fr is greater than one, is important for development

of the downslope windstorm in this case. Downslope winds

are known to be caused by a hydraulic jump (Long, 1953;

Durran, 1990), partial reflection of upward-directed wave

energy toward the ground (Klemp and Lilly, 1975) and critical

level reflection (Clark and Peltier, 1984). Further quantitative

FIGURE 9 Sea-level pressure (shading, 2 hPa interval) with wind vectors at (a) 0000 and (b) 0800 UTC 7 January 2013, and (c) 0900 UTC 8 January 2013

from Polar WRF simulation (“jan6”) with 3 km grid resolution. KSJ station is indicated by filled white circle

http://wileyonlinelibrary.com
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FIGURE 10 (a,b) Wind speed (shading, 2 m/s interval), (c,d) sea-level pressure (shading, 3 hPa interval), and (e,f) 2 m air temperature (shading, ◦C) with

wind vector for a zoomed region over the KSJ station at (a,c,e) 0000 and (b,d,f) 0800 UTC on 7 January 2013 from Polar WRF simulation (“jan6”) with 3 km

grid resolution. KSJ is indicated by a white circle [Colour figure can be viewed at wileyonlinelibrary.com].
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TABLE 2 Froude number and used representative
value of model output in Froude number calculation at
0000 and 0800 UTC 7 January 2013

0000 UTC 0800 UTC

H 515 m 515 m

U0 10 m/s 16 m/s

𝜃 268.2 K 268.5 K

Δ𝜃 1.6 K 1.0 K

Froude number 1.8 3.7

analysis of the generating mechanism is beyond the scope of

this article.

To further examine whether this strong wind case can be

regarded as a typical downslope windstorm, we check the

vertical structure of the wind for the same period. Figure 11

shows the vertical cross-section of horizontal wind with

potential temperature at 0000 and 0800 UTC on 7 January

along the line from A to B shown in Figure 1b. The potential

temperature shows a wavy structure over the AP and the hori-

zontal wind speed shows a maximum core on the lee side of it.

On the other hand, there is a relatively weak wind on the wind-

ward side. The vertical structure of the potential temperature

and wind fields in Figure 11b has a qualitative resemblance to

those seen in a previous study of downslope windstorms over

Minna Bluff and Black Island of the Ross Ice Shelf (Stein-

hoff et al., 2008). Note that a core of high wind speed on the

lee side of the AP extends to near King George Island. This

indicates that besides the approach of the low-pressure sys-

tem, topography of the AP acts as an additional forcing to

produce a downslope windstorm and eventually strong winds

at KSJ.

Figure 10e,f show the temperature fields during the strong

wind events. As the southeasterly wind becomes stronger, the

cold air in the Weddell Sea and the AP is advected towards

King George Island, where KSJ is located. The temperature

decrease during the strong wind event shown in the simulated

2 m temperature time series (Figure 7c) can be explained by

this cold advection.

5.3 Sensitivity to the modelled horizontal resolution

Since the “jan6” simulation resulted in the best match between

modelled and observed data, the sensitivity of strong wind

simulation to the horizontal resolution is examined based

on the “jan6” configuration. The use of two-way nesting

in “jan6” cannot provide a fair view of the effect of model hor-

izontal resolution on the simulation, because the components

of the resolved features in the inner domain are fed back to the

outer domain, providing high-resolution information to the

outer domain. To prevent this, we resolve the resolution issue

using one-way nesting. Figure 12 shows model simulation

skills of 10 m wind speed, sea-level pressure and 2 m air tem-

perature with different horizontal resolutions from two-way

nesting experiments.

FIGURE 11 Vertical cross-section of potential temperature (contour, 2 K

interval) and horizontal wind speed (shading, 2 m/s interval) along the line

from A (left corner on x-axis) to B (right corner on x-axis) shown in

Figure 1b at (a) 0000 and (b) 0800 UTC on 7 January 2013. White circle

indicates the KSJ station. A.P. indicates the Antarctic Peninsula [Colour

figure can be viewed at wileyonlinelibrary.com].

In the two-way nesting experiment, the model output shows

little sensitivity to the horizontal resolution (Figure 12a).

However, in one-way nesting, the 27 km simulation of the

strong wind event shows a poor performance for wind speed

and sea-level pressure, different from 3 and 9 km model sim-

ulations (Figure 12b). The 3 and 9 km model experiments

simulate 95% of the maximum wind speed (maximum hourly

wind speed of ∼21 m/s at 0800 UTC 7 January), whereas the

27 km model underestimates the peak wind speed by around

44%. Similarly, the 27 km model underestimates the mini-

mum sea-level pressure by ∼3 hPa (∼962 hPa) at 1600 UTC

7 January. The simulated 2 m temperatures show a large

difference among the experiments of different horizontal res-

olutions compared to other variables. Overall, the strong wind

simulations are sensitive to the horizontal resolution in a

one-way nesting experiment and the 27 km model experi-

ment shows a poor performance, which is not suitable for the

simulation of the strong wind event in this study.
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FIGURE 12 Taylor diagram showing model simulation skills for 10 m wind speed (red circle), sea-level pressure (blue circle) and 2 m air temperature (black

circle) with different horizontal resolutions relative to the observation at KSJ station. (a) and (b) represent the model results for two-way and one-way nesting,

respectively. The numbers from 1 to 3 represent different horizontal resolutions [Colour figure can be viewed at wileyonlinelibrary.com].

6 SUMMARY AND DISCUSSION

In this study, we investigate the strong wind event occur-

ring at Antarctic station King Sejong (KSJ) on 7 January

2013 using the station observations, reanalysis, and a series

of model simulations. The observed maximum value of the 10

min wind speed was 21.9 m/s, and classified as a “severe gale”

in the Beaufort wind force system. Maximum instantaneous

wind speed also reached an extreme value of 41 m/s.

We first analyse the climatological characteristics of the

wind speed of the 27-year period (1989–2015) observed

at KSJ to assess the degree of extremity for the selected

strong-wind case. From the analysis of wind frequency dis-

tribution using station data at KSJ, we show that the chosen

strong-wind case is extremely rare in summer. The values of

10 min averaged and maximum instantaneous wind speed dur-

ing this storm occur less than 0.34% and 0.8% of the time in

the frequency histograms of wind speed at KSJ, respectively.

To examine the characteristics of extreme wind events

at KSJ, we investigated 22 strong-wind cases belonging to

instantaneous wind speed over 41 m/s, which is less than

1% of the observed winds. The strong-wind case shows the

bimodal distribution of maximum instantaneous wind speeds

with wind directions of easterly and northerly, dependent on

the location of the cyclone. Notably, we could confirm that

the existence of a well-developed low-pressure system pass-

ing by Drake Passage was a common important factor for the

strong wind event at KSJ.

The simulation results initialized at 0000 UTC 6 January

2013, the day prior to the occurrence of the strong wind event,

produce the most accurate representation of the wind speed

(∼94% of the peak wind speed). The model simulations con-

firm that the selected strong wind event is due to the approach

of an intense synoptic-scale low-pressure system. The model

successfully simulates the low-pressure system generated at

the southernmost part of Chile, which then gradually devel-

ops and moves southeastward to the vicinity of King George

Island, maintaining its strong intensity on 7 January. The exis-

tence of the topography at the AP near KSJ plays a role in

intensifying the wind with a deformation of the flow pattern

originally configured by the low-pressure system approach.

As the cyclone approaches the AP, the sea-level pressure iso-

bars become denser and deformed around the AP due to the

topography. This condition results in a strong discontinuity of

the isobars along the east coast of the AP, and a southeasterly

wind is formed over the eastern coastal area of the AP. The

intensified pressure gradient, perpendicular to the coastal line

of the AP, leads to speed-up of the local flow across the moun-

tain barrier with time. KSJ station located on the lee side of

the AP is under the influence of the strong southeasterly wind.

In addition, the continuous flow overriding the AP accelerates

wind (downslope windstorm) on the lee side, and eventually a

core of high wind speed extends to KSJ. This implies that the

topography of the AP provides additional forcing for strong

winds at KSJ. Additional model experiments might be needed

for the quantification in the future.

The sensitivity test on different horizontal resolutions with

one-way nesting supports the possibility that variables could

be affected by the topography of the AP on strong winds

at KSJ. The 3 and 9 km model simulations of strong wind

events show a good agreement with the observations, whereas

the 27 km model shows remarkably poor performance for the

wind speed and sea-level pressure. The 3 and 9 km mod-

els well represent the dense and deformed isobar distribution

along the east coast of the AP due to the topography at the

strong phase of the wind speed, but the 27 km model fails to

http://wileyonlinelibrary.com
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represent this sea-level pressure pattern. This suggests that the

pressure distribution deformed by the topography of the AP is

poorly represented at the 27 km model domain. We conclude

that the strong wind event at KSJ on 7 January 2013 is caused

by the combined effect of both a synoptic-scale low-pressure

system and local topography of the AP near KSJ.
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