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Abstract: Reanalysis data are known to have relatively large uncertainties in the polar region than
at lower latitudes. In this study, we used a single sea-ice model (Los Alamos’ CICE5) and three
sets of reanalysis data to quantify the sensitivities of simulated Arctic sea ice area and volume to
perturbed atmospheric forcings. The simulated sea ice area and thickness thus volume were clearly
sensitive to the selection of atmospheric reanalysis data. Among the forcing variables, changes in
radiative and sensible/latent heat fluxes caused significant amounts of sensitivities. Differences in
sea-ice concentration and thickness were primarily caused by differences in downward shortwave and
longwave radiations. 2-m air temperature also has a significant influence on year-to-year variability
of the sea ice volume. Differences in precipitation affected the sea ice volume by causing changes in
the insulation effect of snow-cover on sea ice. The diversity of sea ice extent and thickness responses
due to uncertainties in atmospheric variables highlights the need to carefully evaluate reanalysis data
over the Arctic region.
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1. Introduction

There has been a dramatic change in the Arctic sea ice in recent years [1–5]. The extents of Arctic
sea ice between 2007 and 2016 are all ranked within the top 10 for minimum sea ice; September 2012 had
the smallest summer sea ice extent on record (3.63 × 106 km2) while Autumn (October and November)
Arctic sea ice thickness in the 2000s decreased to about a half of that in the 1980s [5]. This has been
accompanied by an increased fraction of weaker and thinner sea ice, which is more susceptible to
further melting [4,6,7].

Sea ice modeling is an important approach to accounting for these rapid changes [8] and
understanding the underlying processes. Atmospheric and oceanic variables are required for sea ice
models, yet atmospheric observational data are very limited in the Arctic, especially in the open ocean
where observations were scarce in time and place. As an alternative, atmospheric reanalysis data,
which assimilate both in-situ and remote sensed observations, are often used to force sea ice models [9].
However, all reanalysis data for the Arctic region contain large uncertainties because of the remoteness
of the region and the difficulty to observe [10–13]. As sea ice models are sensitive to surface forcings,
uncertainties within the reanalysis data could lead to errors and biases in estimated sea ice variables
such as concentration, thickness and volume and reduce the reliability of simulated results [10,14,15].

Efforts have been made to verify reanalysis data for the Arctic region and improve their quality
using in-situ observations. For instance, Walsh et al. [16] showed that seasonality in cloud observation
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data from the Soviet Union’s North Pole drifting station was not captured by data from the National
Center for Environmental Prediction Reanalysis 1 (NCEP R1). They also found that the correlation
between cloud cover and temperature simulated by ERA-15 data was smaller than that between the
corresponding observed data for that region. Makshtas et al. [17] confirmed that NCEP R1 did not
adequately represent the state of the Arctic region because of large errors in its surface air temperature,
specific humidity, and cloud cover measurements for summer, compared with the drifting station
data. Screen and Simmonds [9] verified that Arctic temperature trends and profiles suggested by the
ERA-40 data were less accurate than those indicated by satellite observations. Lüpkes et al. [18] also
affirmed the existence of a large warm bias in the central Arctic in the ERA-Interim reanalysis data
using ship-based observations.

Furthermore, previous studies have shown that all reanalysis data are subject to large amounts
of uncertainties in radiative fluxes and precipitation [10,15]. According to Chaudhuri et al. [10],
no reanalysis data pertaining to the Arctic region had a high correlation with observations, and large
differences appeared in reanalysis data for long and shortwave radiation, wind, and precipitation.
According to Lindsay et al. [15], characteristics of uncertainty for reanalysis data vary between variables,
seasons, and surface conditions.

The Arctic sea ice is highly sensitive to the atmospheric forcing [14,15,19]. Its concentration
is also susceptible to forcings, particularly in the summer, though it is not as susceptible as sea ice
thickness. Variations and trends of the Arctic sea ice thickness are thermodynamically driven [20].
Wind forcing plays an important role in sea-ice re-distribution and dynamic thickening via deformation
processes [21]. Snow is a good insulator and reflector that plays an important role in determining sea
ice thickness [22] as thin (thick) snow cover over sea ice enhances (slows down) ice growth in winter
and melt in summer.

Sea ice-ocean interactions can be also important in the determination of Arctic sea ice thickness.
Atmospheric forcings are related to surface melt while oceanic forcings are related to basal melt
and growth. However, in an attempt to isolate the role of atmospheric forcing as much as possible,
we focused on uncertainties in sea ice thickness to different atmospheric forcings while fixing sea
surface temperature (SST) to observations.

Although uncertainty related to different reanalysis datasets has been investigated in previous
research, few studies have quantified how uncertainty in reanalysis data affects simulated sea ice
volumes when used as atmospheric forcing. We investigated which forcing variables have more
effects on sea ice extent and thickness (volume), and how the uncertainty included in forcing variables
influences simulated sea ice conditions. In this paper, we first describe sea ice model experiments
substituting atmospheric forcing using three sets of reanalysis data (Section 2). We then compare
differences in atmospheric variables between reanalyses and evaluate the resultant sea ice extent and
volume (Section 3). Finally, we assess the large impact on sea ice volume examining variables such as
heat flux and sea ice growth to understand the processes producing volume discrepancies (Section 4).

2. Methods

Our experiments were designed to examine the extent to which a sea ice model responded to
uncertainties in forcing data, focusing on the impacts on sea ice volume and extent. We used
the Community Ice CodE (CICE) version 5.1 sea ice model developed by the Los Alamos
National Laboratory [23]. This consists of elastic-anistropic-plastic dynamics [24] and mushy layer
thermodynamics [25]. The model is based on a multicategory approach consisting of five thickness
categories with fixed thickness range. The lower boundaries for the five thickness categories are 0,
0.64, 1.39, 2.47 and 4.57 m. The ice in each thickness category consists of seven vertical layers spaced
evenly. The model has one snow layer. The global ocean is divided into 320 × 384 lattice squares
with approximately 1◦ resolution and a 1-h time step. We analyzed monthly variables such as sea ice
thickness, concentration, and surface fluxes. A displaced pole grid system was used to solve the polar
singularity problem.
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Three reanalysis datasets were used: NCEP-DOE Reanalysis 2 (NCEP R2) from the National Centers
for Environmental Prediction–U.S. Department of Energy [26], ERA-Interim from the European Centre
for Medium-Range Weather Forecasts (ECMWF [27]), and Japanese 55-year Reanalysis (JRA55 [28])
datasets. The original resolution was a T62 Gaussian grid (longitude 192 × latitude 94, approximately
1.875◦) for NCEP R2 and a 1◦ grid (longitude 360 × latitude 180) for ERA-Interim and JRA55. Using a
bilinear interpolation scheme, each reanalysis was regridded to the model grid (longitude 320 ×
latitude 384).

The atmospheric forcing for the sea ice model was transmitted to the sea ice in flux form at the
boundary between the atmosphere and the sea ice. From each reanalysis dataset, turbulent fluxes were
calculated from near-surface meteorological fields (6-hourly 2-m temperature and specific humidity,
10-m U-wind and V-wind) using bulk formulae [29]. The density of air was indirectly calculated
using the relationship given in Large and Yeager [29]. Monthly average radiative and water fluxes
(downward longwave radiation, downward shortwave radiation, and precipitation) were used directly.
The total precipitation of each reanalysis dataset were used as precipitation forcings. In the model,
precipitation was classified as snow or rain depending on surface temperature (Table 1).

Table 1. Description of the CICE5 model configuration.

Model CICE5 Stand Alone

Initial condition No ice

Atmospheric forcings

Monthly: downward longwave radiation (W m−2), downward shortwave radiation
(W m−2), total precipitation rate (kg m−2 s−1)

6 hourly: 2 m air temperature (K), 10 m wind speed (zonal and meridional, m s−1),
2 m specific humidity (kg kg−1), air density (kg m−3)

Oceanic forcings Monthly HadISST, constant sea surface salinity (34 psu)
Dynamics Elastic-Anisotropic-Plastic (EAP)

Thermodynamics Mushy
Integration period 1982–2014

In addition to atmospheric forcings, sea surface temperature conditions were used to drive the
sea ice model. Sea surface temperature conditions were computed in a mixed-layer ocean model
using atmospheric heat fluxes from the atmospheric forcing data and nudging from sea surface
temperature data. HadISST [30] was used for the sea surface temperature data, which were nudged
to the mixed-layer ocean model on a 21-day timescale. To avoid nudging shock, at the beginning of
the integration, the model divided the increment (the difference between modeled and forced SST)
into 21-day time steps and applied the divided increment every day. The mixed-layer ocean model
interacted with the independent sea ice model.

The sea ice volume of the Pan-Arctic Ice-Ocean Modeling and Assimilation System (PIOMAS, [31])
and the sea ice index [32] of the National Snow and Ice Data Center (NSIDC) were used to verify
the volumes and extents of sea ice simulated by the model. PIOMAS is a system developed at
the University of Washington’s Polar Science Center that is a reanalysis dataset produced using
atmospheric forcings in the ocean-sea ice coupled model. Although PIOMAS has its own uncertainty in
ice volume, 1.35 × 103 km3 (October) [33], it is comparable to in-situ, submarine, airborne, and satellite
observations by ICESat and CryoSat-2 [31,33–36]. Due to generally poor spatial and temporal coverage
of observations over the Arctic (satellite data have low temporal coverage, in-situ data have low
spatial coverage, and submarine data have irregular space-time coverage), PIOMAS—which provides
long-term sea ice volume information—is often used for model validation and analysis.

In this study the CICE model was integrated from 1982 to 2014 with “no ice” as the initial
condition for each experiment. One purpose of this study was to evaluate climatological sea ice
responses to atmospheric forcings. However, when long-term averaged fields were used as forcings,
the simulated sea ice either grew continuously or totally melted out and could not reach a steady
state. To avoid such drifting, Yeager and Danabasoglu [37] suggested using forcing data that included
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high-frequency variance. Adopting their approach, we used interannually varying forcings that
contained natural high-frequency variablity. The first nine years (from 1982 to 1990) were considered
as a spin-up period because the annual averaged Arctic sea ice volume time series stabilizes after
9 years of integration. Sea ice volumes and sea ice extent above 65◦ N from 1991 to 2014 were used for
analyses and comparisons.

To evaluate the degree of uncertainty arising from each key forcing variable, thirteen experiments
were performed (Table 2). First, all atmospheric forcing variables were prescribed as the JRA55
reanalysis data; this experiment was named REFERENCE. The JRA55 reanalysis data were selected as
REFERENCE because their forcing variable value ranges were located in between those of NCEP R2
and ERA-Interim for almost every forcing variable except precipitation (see Figure 1 and Section 3).

Table 2. Description of the CICE5 response experiments for various atmospheric forcings.

EXP Name Description

REFERENCE All variables from JRA-55

SW (NCEP or ERA) Same as REFERENCE except downward shortwave radiation from NCEP R2 or
ERA-Interim

LW (NCEP or ERA) Same as REFERENCE except downward longwave radiation from NCEP R2 or
ERA-Interim

T2m (NCEP or ERA) same as REFERENCE except temperature from NCEP R2 or ERA-Interim
WIND (NCEP or ERA) same as REFERENCE except U and V wind from NCEP R2 or ERA-Interim
PRCP (NCEP or ERA) same as REFERENCE except precipitation from NCEP R2 or ERA-Interim

Q (NCEP or ERA) same as REFERENCE except surface specific humidity from NCEP R2 or
ERA-Interim

Following this, experiments were performed by replacing each atmospheric forcing variable
with NCEP R2 instead of JRA55 reanalysis data; e.g., the downward shortwave radiation data for
atmospheric forcings of JRA55 were replaced by NCEP R2 and named SW (NCEP). Thus, LW (NCEP),
T2m (NCEP), WIND (NCEP), PRCP (NCEP), and Q (NCEP) denoted the experiments in which NCEP
R2 replaced JRA55 for downward longwave radiation, temperature, wind, precipitation, and specific
humidity, respectively. Using the same method, these kinds of one-variable-replacing experiments
were performed with the ERA-Interim dataset.

One caveat of this experimental design is that the resulting flux data calculated from forcing
variables of each experiment may not be balanced because only one forcing variable was substituted at
a time. However, we chose this approach for the purpose of our study that includes the evaluation of
the impact from energy imbalance in atmospheric forcing on the sea ice extent and volume.

Sea ice receives energy at its surface in the following manner:

Fnet = FSW - I0 + FLW + Fsens + Flat + Fcond, (1)

where Fnet is the net energy flux at the surface and FSW, I0, FLW, Fsens, Flat, and Fcond are the fluxes of net
shortwave radiation, shortwave radiation penetrating into the ice through ice surface (with or without
snow cover), net longwave radiation, sensible heat, latent heat, and conductive heat, respectively.
The radiative forcing differences from REFERENCE increase or decrease the flux into the sea ice
from the atmosphere according to (1). For example, when downward shortwave radiative forcings
are stronger than those of REFERENCE, the amount of energy flowing into the sea ice surface (Fnet)
increases due to the increase in FSW.
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Figure 1a,b show distinct differences in the monthly mean and variability (the range between 

the 25th and 75th percentiles) of SW and LW forcings among different reanalyses. Lindsay et al. [15] 

noted that NCEP R2 and ERA-Interim radiation data were very different, which was confirmed by 

our results. NCEP R2 exhibited the highest SW and lowest to second-lowest LW throughout the year, 

while the ERA-interim data always had the lowest SW and highest LW; this is likely related to 

differences in clouds between the data sets. 

Differences in 2-m temperature and specific humidity between the reanalyses used were 

relatively small compared to seasonal variations (Figure 1c,f)). Jakobson et al. [38] compared 

Figure 1. Box plots for average annual cycle (average from 1991 to 2014) of atmospheric variables in the
Arctic region (Arctic Ocean north of 65◦ N) for each reanalysis dataset. (a) SW: Downward shortwave
radiation (W m−2); (b) LW: downward longwave radiation (W m−2); (c) T2m: 2-m temperature (K);
(d) WIND: wind speed (m s−1); (e) PRCP: precipitation rate (mm month−1); and (f) Q: specific humidity
(g kg−1). Black, blue, and red boxes are JRA55, ERA-Interim, and NCEP R2 reanalysis datasets,
respectively. The bottom, top, and middle line of each box represent the 25th percentile, 75th percentile,
and median, respectively; vertical dashed lines are the range between the min and max values.

3. Impact of Atmospheric Forcings on the Sea Ice Model

Figure 1 shows the annual average cycles and the range of forcing parameters (i.e., downward
shortwave radiation, downward longwave radiation, 2-m air temperature, 10-m wind speed,
precipitation, and specific humidity) on the ocean region at latitudes poleward 65◦ N (hereafter
referred to as the Arctic region) for NCEP R2, ERA-Interim, and JRA55.

Figure 1a,b show distinct differences in the monthly mean and variability (the range between the
25th and 75th percentiles) of SW and LW forcings among different reanalyses. Lindsay et al. [15] noted
that NCEP R2 and ERA-Interim radiation data were very different, which was confirmed by our results.
NCEP R2 exhibited the highest SW and lowest to second-lowest LW throughout the year, while the
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ERA-interim data always had the lowest SW and highest LW; this is likely related to differences in
clouds between the data sets.

Differences in 2-m temperature and specific humidity between the reanalyses used were relatively
small compared to seasonal variations (Figure 1c,f)). Jakobson et al. [38] compared tethersonde
sounding data from ice drifting stations in the central Arctic with reanalysis data and found that 2-m air
temperature (and all vertical temperatures under 50 m altitude) in ERA-Interim data showed a warm
bias of approximately 2 K in summer, while NCEP R2 data were very similar to sonde observations.
ERA-interim summer specific humidity was approximately 0.5 g kg−1 higher than observations, while
NCEP R2 had a relatively small bias. These features are roughly consistent with the results in Figure 1.

The wind speed difference between reanalysis datasets was ~1.0 m s−1 in the winter, but relatively
small (~0.2 m s−1) in the summer (Figure 1d). Summer wind speed observations in the central
Arctic [38] showed that NCEP R2 and ERA-Interim wind speeds were both stronger than the
corresponding observations.

The NCEP R2 precipitation was less than half that of the JRA55 precipitation, and the datasets
exhibited different seasonal variations (Figure 1e). Those features were also consistent with the results
of Boisvert et al. [13] comparing precipitation estimates over the Arctic Ocean. NCEP R2 produced
realistic magnitudes and temporal agreement with observed precipitation events, while ERA-Interim
and JRA55 over-represented precipitation over the North Atlantic storm track. Those reanalyses have
shown a large spread in the magnitude and frequency of precipitation.

The data values for JRA55 fell between the other two reanalyses in all cases except PRCP and
part of LW (Figure 1). The sea ice volume responses were similar when using individual reanalysis
data as forcings; the average seasonal cycle of the monthly mean sea ice volume obtained with JRA-55
fell between ERA-Interim and NCEP R2 throughout the year (Figure 2). After comparing all possible
combinations of single-variable swapping experiments (each of nine experiments for LW, SW, T2m,
and PRCP), we choose JRA55 as the REFERENCE forcing (Figure S1). Note that the simulated sea ice
volume was far lower than the PIOMAS estimate; this is discussed further in Section 5.
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Figure 2. Sea ice volume averaged from 1991 to 2014 in the Arctic region, simulated for forcings
from the JRA55, ERA-Interim, and NCEP R2 reanalyses, compared with sea ice volume average from
PIOMAS. Colored shading define one standard deviation from each simulation.

Figure 3a shows the annual cycles of the Arctic sea ice volume in the different atmospheric forcing
set-ups. The total sea ice volume produced by the sea ice model with different atmospheric forcing
set-ups differ with each other, considerably. Total sea ice volume changed substantially in experiments
with higher SW (SW (NCEP)) and with lower LW (LW (NCEP)) radiative forcings compared to those
from REFERENCE. In June, the SW forcing difference between JRA55 and NCEP R2 was −60 W m−2,
while the LW forcing difference was +22 W m-2 (Figure 1a,b). The sea ice volume difference between
REFERENCE and SW(NCEP) was about +3000 km3, while the difference between REFERENCE and
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LW(NCEP) was about −4000 km3 (Figure 3a). Although the difference in radiative forcing was larger in
SW than in LW, the resultant total sea ice volume difference was larger in LW (NCEP), likely due to the
surface albedo effect. Table 3 summarizes that the summer (JJAS) and the rest of the year (ONDJFMAM,
hereafter referred to as winter) total sea ice volumes of SW (NCEP), SW (ERA), LW (NCEP), LW (ERA),
and PRCP (NCEP) exceed the range of one standard deviation from REFERENCE.
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Table 3. Mean and normalized standard deviations of summer (JJAS) and winter (ONDJFMAM) sea
ice volume and sea ice extent.

Sea Ice Volume

Summer
(JJAS)

Winter
(ONDJFMAM)

Sea Ice Extent

Summer
(JJAS)

Winter
(ONDJFMAM)

Mean Norm.
Std. Mean Norm.

Std. Mean Norm.
Std. Mean Norm.

Std.

PIOMAS 12.07 1.00 18.42 1.00 NSIDC 8.35 1.00 13.03 1.00
REFERENCE 8.55 0.57 13.84 0.61 REFERENCE 7.30 0.91 13.30 0.93

NCEP *10.97 0.81 *16.29 0.90 NCEP 7.73 0.97 13.47 0.93
ERA 6.66 0.47 12.41 0.48 ERA 6.92 1.05 13.04 0.86

SW (NCEP) *4.69 0.30 *11.27 0.33 SW (NCEP) *5.99 0.92 13.23 0.94
SW (ERA) *11.66 0.58 *16.54 0.70 SW (ERA) 7.80 0.77 13.37 0.92

LW (NCEP) *13.53 0.72 *18.17 0.86 LW (NCEP) *8.21 0.79 13.34 0.93
LW (ERA) *4.82 0.35 *10.95 0.39 LW (ERA) *6.15 1.00 13.12 0.96

T2m (NCEP) 9.72 0.82 14.78 0.93 T2m (NCEP) 7.52 1.03 13.41 0.94
T2m (ERA) 7.39 0.55 12.82 0.60 T2m (ERA) 6.99 1.02 13.32 0.90

WIND (NCEP) 8.72 0.59 14.08 0.62 WIND(NCEP) 7.33 0.91 13.47 0.92
WIND(ERA) 8.65 0.53 13.78 0.55 WIND(ERA) 7.48 0.91 13.17 0.90

PRCP (NCEP) *10.65 0.64 *16.70 0.68 PRCP (NCEP) 7.55 0.84 13.22 0.90
PRCP (ERA) 9.33 0.59 14.91 0.58 PRCP (ERA) 7.43 0.87 13.24 0.90

Q (NCEP) 9.29 0.64 14.43 0.72 Q (NCEP) 7.45 0.92 13.27 0.94
Q (ERA) 7.82 0.57 13.32 0.61 Q (ERA) 7.14 0.99 13.33 0.92

*Denotes an experiment exceeding one standard deviation of the REFERENCE seasonal mean for sea ice volume
(1.78 × 103 km3 for summer and 1.68 × 103 km3 for winter) and sea ice extent (0.67 × 106 km2 for summer and
0.38 × 106 km2 for winter).

The measure of interannual variability, expressed as normalized standard deviation in Table 3
(the standard deviation of each experiment divided by the standard deviation of PIOMAS), also varied
depending on the replaced atmospheric forcing variables and used reanalysis. The radiative forcing
experiments (SW (NCEP) and LW (NCEP)) showed significant differences from REFERENCE.
The normalized standard deviation of the sea ice volume changed up to 37% for summer and
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47% for winter depending on which reanalysis data were used for downward longwave radiation
(Table 3, LW (NCEP) and LW (ERA)).

Downward shortwave radiation changed the normalized standard deviations of sea ice volume
up to 28% for summer and 43% for winter (SW (NCEP) and SW (ERA)). A change in temperature
forcing (T2m (NCEP)) did not significantly affect the annual sea ice volume cycle (Figure 3a), but its
standard deviation showed that temperature had a large influence on sea ice volume, altering the
sea-ice volume variability by 25% in summer and 32% in winter (Table 3, see REFERENCE and T2m
(NCEP)). A difference in precipitation could affect the sea ice volume range between minimum and
maximum (Figure 3a). The NCEP R2 rate was about 1/3 of JRA55 in April (Figure 1e). In response to the
difference in precipitation, PRCP (NCEP) resulted in about +3500 km3 more mean sea ice volume than
REFERENCE (Figure 3a). However, the precipitation forcing test (PRCP (NCEP)) had no substantial
effect on the standard deviation of the sea ice volume.

The sea ice extent differences with respect to REFERENCE were smaller than those for sea
ice volume, especially in winter when almost no difference occurred among different experiments.
Figure 3b and Table 3 show that the most noticeable differences in summer sea ice extent (when sea
ice melts) occurred in the SW (NCEP) and LW (NCEP) experiments. In the SW (NCEP) experiment,
which used higher SW radiative forcing than REFERENCE, the minimum sea ice extent appeared in
August, approximately one month before the minima in other experiments (Figure 3b). In summer for
all experiments, however, SW (NCEP), LW (NCEP), and LW (ERA) exceeded the range of one standard
deviation of the summer mean REFERENCE sea ice extent (Table 3). Note that the sea ice extents of
experiments SW (NCEP) and SW (ERA) differ by almost the same absolute amount as the respective
LW experiments. The results for all experiments show that the departure from REFERENCE for each
forcing variable had different effects on the mean and variability of sea ice volume (Table 3).

For the LW and SW experiments, the mean and variability of sea ice volume showed large
differences. For the T2m experiment, only the variability of sea ice volume had a large spread.
Enhanced humidity resulted in more sea ice melting during summer because of the increased downward
longwave radiation. There was a decrease in sea ice thickness for Q (ERA) than REFERENCE. However,
substitution experiments for Q had relatively little impact on the mean and variability of sea ice volume,
similar to wind forcing (Figures S2 and S3). Thus, in Section 4, we focus only on the physical processes
of LW, SW, T2m, and PRCP.

4. Responses of Sea Ice Properties to Atmospheric Forcings

The magnitude of the uncertainty involved in each atmospheric forcing variable was different;
therefore, the magnitude of the sea ice model response was different. In order to examine how
various forcing types affect sea ice simulations, the atmospheric forcing test was divided into three
types according to the characteristics of the variables: SW (NCEP), SW (ERA), LW (NCEP), and LW
(ERA) were radiative forcing control experiments, T2m (NCEP) and T2m (ERA) were temperature
forcing control experiments, and PRCP (NCEP) and PRCP (ERA) were hydrological forcing control
experiments. This allowed the examination of sea ice formation and melt, which played a major role in
each forcing experiment.

4.1. Sea Ice Response to Radiative Forcing

The surface melting of sea ice in summer was greater in ERA-Interim than REFERENCE (LW
(ERA) in response to the larger downward longwave radiation forcing of the former (Figure 4a).
Enhanced surface melt caused a decrease in the overall mean albedo (Figure 4d), which decreased the
reflected shortwave radiation and increased the overall net shortwave radiation (Figure 4b), increasing
the thermal energy and accelerating the melting of sea ice. This sea ice-albedo feedback enhanced
the melting of summer sea ice (Figure 4c). As a result, the average sea-ice volume in the LW (ERA)
experiment was less than that in REFERENCE (Figure 4e). This process was similar to that in the SW
(NCEP) experiment (Figure 3a), in which SW forcing was larger than REFERENCE (Figure 1a).
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Figure 4. Comparison of the LW experiments. (a) Downward longwave radiative forcing (similar
to Figure 1b), (b) net heat flux, (c) net growth rate of sea ice, (d) areal mean of snow and ice surface
albedo from the available shortwave radiation, and (e) sea ice volume. The ice surface albedo is shown
from March through October because the shortwave radiation is zero for most areas in winter (from
November through February). (c–e) use the same labels as (b).

Conversely, the SW (ERA) and LW (NCEP) experiments input lower radiative forcing than
REFERENCE (Figure 4a) into the sea ice model, reducing net surface radiation (Fnet) compared to
REFERENCE (red line in Figure 4b). This resulted in relatively less melting of the top layer of sea ice
in the SW (ERA) and LW (NCEP) experiments (Figure 4c). Thick sea ice raised the summer albedo
more than REFERENCE in the SW (ERA) and LW (NCEP) experiments (Figure 4d) and lowered the
net shortwave radiation. In SW (ERA) and LW (NCEP), in which Fnet was lower than REFERENCE,
less melting of the uppermost sea ice layer occurred and melting of the sea ice was reduced in summer,
leading to a larger sea ice volume than REFERENCE in summer (Figure 4e). The uncertainties in the
radiative variables included in the atmospheric reanalysis data were substantial. When using NCEP
R2, ERA-Interim, and JRA55 data as forcings, the summer (JJAS) mean sea ice volume varied from
4.82 × 103 km3 to 13.53 × 103 km3 for the LW experiments and from 4.69 × 103 km3 to 11.66 × 103 km3

for the SW experiments (Table 3). This is beyond the one standard deviation range of the average
REFERENCE sea ice volume in JJAS (6.77 × 103 km3 to 10.33 × 103 km3). Sea ice-albedo feedback
played a crucial role for the summer months (from June through August) in the four radiative
forcing experiments.

There were Fnet differences among the LW experiments in summer (Figure 4b, from June to
August). Although discrepancies in longwave radiation forcings between JRA55 and other reanalyses
appeared in all seasons, Fsens and Flat canceled out the effect of FLW in winter. The effect of heat flux
appeared directly in the summer sea ice concentration. In addition, differences in net growth rate
among the LW experiments were found in summer (the melting season for sea ice). As a result, sea ice
volume increased or decreased over the entire season. Similarly, the SW experiments showed surface
flux and net growth rate spreads in summer, and their impacts on sea ice volume appeared in all
seasons. The influence of atmospheric forcing on sea ice volume that has seasonality is discussed in
Section 4.2.
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Although the SW forcing differences of NCEP R2 and ERA-Interim from JRA55 were numerically
larger than those of LW forcings (Figure 1), the sea ice volume differences due to radiative forcings
were similar because LW forcings immediately affected the surface temperature until the melting point,
whereas SW forcings were modulated by albedo before they could directly affect the surface [39].
By modulating the albedo of sea ice, the substitution of LW forcings modified FSW and affected Fsens

and Flat. In contrast, the substitution of SW forcings had relatively little impact on other surface fluxes.

4.2. Sea Ice Response to Temperature Forcing

Except for the radiative forcing experiments, the differences among T2m forcings of the melt season
had a relatively large influence on Fnet and the net growth of sea ice. In May, the 2-m temperatures of
NCEP R2 and ERA-Interim were approximately 1 K lower than for JRA55 (Figure 1c). This induced
lower melt rates than REFERENCE in T2m (NCEP) and T2m (ERA) by decreasing Fnet. In JJA,
the temperature forcings of the T2m (NCEP) experiment were as much as 0.8 K lower than that of
REFERENCE. In response to these temperature forcings, the total flux over the Arctic of the T2m
(NCEP) experiment was smaller than that of REFERENCE by -6 W m−2. In T2m (ERA), although the
differences in the 2-m temperature forcings were less than +0.1 K during JJA, a change reaching +3
W m−2 occurred in Fnet. In JJA, the area-averaged 2-m temperature over the Arctic region between
ERA-Interim and JRA55 was similar, but the spatial distribution was different. The 2-m temperature
for T2m(ERA) was warmer than for REFERENCE over the central Arctic region, and the net heat flux
pattern also showed a similar pattern (not shown).

The substitution of temperature forcing changed the Fnet in summer by modifying the FSW and
FLW elements as well as the Fsens and Flat in Equation (1) (Figure 5). As a result, the sea ice melted less
than in REFERENCE during summer in the T2m (NCEP) experiment and melted more in T2m (ERA).
This temperature forcing difference in summer directly caused sea ice volume changes. However,
the surface flux and the sea ice growth responses to 2-m temperature forcing changes were not linear
in winter. The DJF T2m (ERA) forcings were approximately 0.7 K warmer than those of REFERENCE,
but had little effect on Fnet and hence on the net growth (Figure 5c) and sea ice volume (Figure 5d).
In September and October, the sea ice growth of T2m (ERA) was slightly faster compared to other
experiments (Figure 5c) because the thinner ice (T2m(ERA)) grew faster than thicker ice due to its
decreased insulation (the growth-thickness relationship, [40,41]).
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4.3. Sea Ice Response to Hydrological Forcings 

Figure 5. Comparison of the T2m experiments. (a) 2-m-temperature forcing (similar to Figure 1c but
focused on summer), (b) net heat flux, (c) net growth rate of sea ice, and (d) sea ice volume. (c,d) use
the same labels as (b).

The flux difference in these temperature forcing experiments was smaller than that of the radiative
forcing experiments, but was still significant. The T2m (NCEP) experiment seemed to have less effect
on the average sea ice volume, unlike the LW and SW experiments (Figure 3a). However, in the winter,
T2m (NCEP) expressed up to 93% of the sea ice volume variability of PIOMAS, while REFERENCE
expressed only 61% (Table 3, Figure S3). This is much larger than the STD of both LW and SW, implying
that temperature forcings have a significant influence on the simulation of sea ice volume.
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4.3. Sea Ice Response to Hydrological Forcings

Precipitation forcings are a direct source of snow, which serves as an insulator preventing heat
exchange between the atmosphere and sea ice. In the PRCP (NCEP) experiment, the precipitation
forcings were approximately half those of REFERENCE (Figure 6a). Especially during fall and early
winter, when the role of snow depth is most critical in thermodynamic sea ice growth, PRCP forcing of
NCEP R2 was just 1/3 that of REFERENCE. Accordingly, the resulting snow volume was approximately
half or less that of REFERENCE (Figure 6a,b). The spatial pattern of snowfall rate was different for
each reanalysis. During January through March, over the central Arctic, the snowfall for PRCP(NCEP)
was slightly more than that for PRCP(ERA), while near the East Greenland Sea and Barents Sea,
the snowfall for PRCP(ERA) was much higher than that for PRCP(NCEP). Thus, although NCEP R2
precipitation was less than ERA-Interim, snow volume for PRCP(NCEP) grew faster than PRCP(ERA)
(Figure 6a,b). The energy exchange between air and sea ice in PRCP (NCEP) was larger than in
REFERENCE because the insulation provided by snow volume was reduced by half. Thus, PRCP
(NCEP) produced more ice during the growth period (Figure 6c). Even though the areal averaged
net growth rate difference between the two experiments over the whole Arctic was small, there was
variability in spatial distribution (not shown). For example, in the central Arctic, the REFERENCE
sea ice in June melted faster than that for PRCP (NCEP) at a rate of about 20 cm/month, while in
the edge region including the Laptev Sea, sea ice for PRCP(NCEP) melted faster at a rate of about
25 cm/month. Due to this process, the average annual sea ice volume was approximately +22% higher
than for REFERENCE.
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The precipitation forcing played different roles following the season and the precipitation status.
During summer (approximately from May through August), the PRCP(ERA) sea ice volume reduced
to a level closer to that of REFERENCE (Figure 6d because the rainfall accelerated the sea ice melt.
On the other hand, during winter (approximately from September through April), the PRCP(ERA) sea
ice volume increased to a level closer to that of PRCP(NCEP) because thick snow reduced the heat
exchange between atmosphere and sea ice.

5. Discussion and Summary

This study compared the uncertainties involved in atmospheric reanalysis data used for
atmospheric forcing in sea ice models. We found that discrepancies in the radiative fluxes, surface
temperatures, and precipitation among different reanalysis data can cause large uncertainties in sea-ice
model simulations. A set of model experiments were conducted by replacing individual forcing
variables one by one from a REFERENCE simulation to check the sensitivity of the model with respect
to each variable. We found that the CICE5 sea ice model simulated sea ice volume and interannual
variability very differently depending on which reanalysis dataset was used for atmospheric forcing.
Differences in shortwave radiation in the reanalysis data were the largest of all forcing variables tested;
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however, the uncertainty measured by the spread of the annual cycle in the simulated sea ice volume
was the largest in the substitution experiments for longwave radiation.

Uncertainties in the year-to-year variability were most pronounced for the 2-m air temperature
parameter. Among the substitution experiments for T2m, NCEP showed the largest interannual
variability. Uncertainty in precipitation forcing affected the amplitude of the sea ice volume annual cycle
(PRCP (NCEP)). The insulation effect of the snow seemed to play a key role in sea ice volume changes.

Hunke and Holland [19] applied modified forcing based on Large and Yeager [41] to a global
ocean-sea ice model, showing that monthly mean Arctic sea ice extent ranged from 8.5 × 106 km2

to 15.5 × 106 km2 from 1981 to 2000. Notz et al. [14] simulated sea ice using NCEP R1 forcing and
ERA-Interim forcing in an ocean-sea ice model from 1979 to 2007; NCEP R1-forced Arctic sea ice extent
ranged from 7.9 × 106 km2 to 14.9 × 106 km2 and sea ice volume ranged from 16.5 × 103 km3 to 34.0 ×
103 km3, while ERA Interim-forced Arctic sea ice extent ranged from 6.7 × 106 km2 to 15.2 × 106 km2

and sea ice volume ranged from 7.2 × 103 km3 to 25.2 × 103 km3. In our study, Arctic sea ice extent
ranged from 1.5 × 106 km2 to 15.6 × 106 km2 for SW (NCEP) and from 5.5 × 106 km2 to 15.6 × 106 km2

for LW (NCEP), while the Arctic sea ice volume ranged from 1.1 × 103 km3 to 16.1 × 103 km3 and from
10.3 × 103 km3 to 22.1 × 103 km3, respectively. The Arctic sea ice extent range determined in our study
is quite reasonable when compared to the above-mentioned studies, given that previous simulations
included the 1980s, when the Arctic sea ice extent was larger. Arctic sea ice volume in our experiments
was mostly underestimated.

Identifying a partial component of forcing data that can lead to a sensitive response by sea-ice
models is important for the development of improved models and the construction of better
observational networks for model use. We used the JRA55 reanalysis as REFERENCE because
most of its variables exhibited quantitative value between those of the two other reanalyses (except for
precipitation). According to Boisvert et al. [13], the cumulative annual precipitation over the entire
Arctic is 519.4 mm for JRA55 and 405.4 mm for NCEP R2. For all our experiments, except PRCP (such
as LW(NCEP) or SW(ERA)), we needed to keep in mind that the difference in precipitation forcing
between REFERENCE and NCEP R2/ ERA-Interim could influence the experimental results. It seems
likely that an experiment in which both LW and PRCP of REFERENCE were replaced by (for example)
NCEP R2 forcing would result in a different outcome. However, such experiments were beyond
the scope of our study, the main focus of which was to determine to what degree the outcome of a
numerical sea-ice model such as CICE5 is sensitive to the atmospheric forcing applied.

In each experiment, the sea ice extent was less sensitive than the sea ice volume and quite similar
to that observed by NSIDC. In most experiments, the monthly mean and variations in sea ice volume
were underestimated compared to PIOMAS (Table 3 and Figure 3). Thus, further studies should
determine how to simulate sea ice volumes more realistically. The errors from the real state may be
caused by the effects of atmospheric forcing, as shown in this study, or by the problem of oceanic
forcing or physical parametrization [21,42–44].

To reduce uncertainty in the reanalysis data, it is necessary to verify these using observed data;
however, the Arctic Ocean region is severely lacking in observation points. While observations are
relatively dense for land surrounding the Arctic, it is unreasonable to estimate the uncertainty of
reanalysis data over the Arctic Ocean using land observations because different uncertainties are
included for both areas. For example, the temperature of the ERA-Interim has a cold bias of −0.5 K
in the summer around the Arctic [15], and a warm bias up to +2.0 K in the central Arctic [38]. Thus,
continuous and dense observations of the Arctic Ocean region should be useful for the sea ice model to
reduce simulation uncertainty.

The influence of forcing departures from the true state of sea ice volume varies according to the
characteristics of each forcing variable and season. According to Kapsch et al. [39], the perturbations
of longwave radiation in summer has a higher influence than those from other seasons. Because the
surface temperature in summer is already close to the melting point of ice, small differences in forcings
could have large effects on the melting process. In summer, LW(ERA), which is the strongest LW forcing,
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showed relatively rapid melting compared with other experiments and so reduced the sea ice extent
and sea ice volume (Figure 4 and Table 3). In winter, even though the LW forcing of REFERENCE was
weaker than the others, corresponding excessive growth was not observed. Moreover, we showed that,
in summer, the model is sensitive to shortwave radiation and 2-m temperature forcings. This implies
that the summer observation of radiative variables should be a high priority to reduce the uncertainty
included in reanalyses. For precipitation forcing, not only precipitation rate and phase of precipitation
(rain or snow) but also timing are important. In late spring, rainfall accelerates sea ice melt, while large
snowfall delays the onset of sea ice melt [45].

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4433/10/7/361/s1,
Figure S1: Sea ice volume annual cycles in the Arctic region of (a) LW experiments, (b) SW experiments, and (c)
T2m experiments, Figure S2: Sea ice volume annual cycles in the Arctic region of replacing experiments, Figure S3:
Taylor diagrams of sea ice volumes in the Arctic region.
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