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A B S T R A C T

Arctic tundra is undergoing a rapid transition due to global warming and will be exposed to snow-free conditions
for longer periods under projected climate scenarios. Regional climate modeling is useful for understanding and
predicting climate change in the Arctic tundra, however, the lack of in-situ observations of surface energy fluxes
and the planetary boundary layer (PBL) structure hinders accurate predictions of local and regional climate
around the Arctic. In this study, we investigate the performance of the Polar-optimized version of the Weather
Research and Forecasting model (PWRF) in the Arctic tundra on clear days in summer. Based on simultaneous
observations of surface fluxes and the PBL structure in Cambridge Bay, Nunavut, Canada, our validation shows
that the PWRF simulates a drier environment, leading to a larger Bowen ratio and a warmer atmosphere
compared to observations. Further sensitivity analyses indicate that the model biases are mainly from the un-
certainties in physical parameters such as surface albedo and emissivity, the solar constant, and the model top
height, rather than structural flaws in the model physics. Importantly, the PWRF reproduces the observations
more accurately when the observed soil moisture is fed into the simulation. This indicates that there must be
improvements in simulations of the land-atmosphere interaction at the Arctic tundra, not only in the accuracy of
the initial soil moisture conditions but also in soil hydraulic properties and drainage processes. The mixing
diagram analysis also shows that the entrainment process between the PBL and the overlying atmosphere needs
to be improved for better weather and climate simulation. Our findings shed light on modeling studies in the
Arctic region by disentangling the model error sources from uncertainties by parameters and physics package
options.

1. Introduction

The Arctic environment has been changing rapidly in recent decades
due to climate change (Cavalieri and Parkinson, 2012; Comiso et al.,
2008). In particular, Arctic tundra is undergoing a substantial transition
due to extensive permafrost thawing and subsequent vegetation
changes with global warming (e.g., Elmendorf et al., 2012; Goetz et al.,
2010; Henry and Molau, 1997). Permafrost thawing is likely to accel-
erate global warming by releasing carbon stored in the soil to the at-
mosphere (Anisimov, 2007; Christensen et al., 2004). Its impacts on
weather and climate will not be confined to the Arctic region but will

extend to the mid-latitudes of the Northern Hemisphere where almost
90% of the global population lives (Cohen et al., 2014; Overland et al.,
2015). Consequently, it is essential to improve our understanding of
environmental change at the Arctic tundra and its interplay with local
and regional climate in a changing climate.

In the Arctic, several regional and global modeling studies have
been conducted in the last two decades, leading to the better model
performance (e.g., Bromwich et al., 2018; Hines et al., 2011; Lynch
et al., 1995, 1998; Roberts et al., 2010). Recently, a Polar-optimized
version of the Weather Research and Forecasting model (PWRF here-
after) was developed by the Polar Meteorology Group (Hines and

https://doi.org/10.1016/j.atmosres.2020.104946
Received 31 October 2019; Received in revised form 28 February 2020; Accepted 8 March 2020

⁎ Corresponding author at: Ecosystem-Atmosphere Process Laboratory, Department of Atmospheric Sciences, Yonsei University, Yonsei-ro 50, Seodaemun-gu, Seoul
03722, Republic of Korea.

E-mail address: jhong@yonsei.ac.kr (J. Hong).
1 Current affiliation: Korea Atomic Energy Research Institute, Daejeon, Republic of Korea.
2 Current affiliation: Max Planck Institute for Meteorology, Hamburg, Germany.

Atmospheric Research 240 (2020) 104946

Available online 09 March 2020
0169-8095/ © 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/BY-NC-ND/4.0/).

T

http://www.sciencedirect.com/science/journal/01698095
https://www.elsevier.com/locate/atmosres
https://doi.org/10.1016/j.atmosres.2020.104946
https://doi.org/10.1016/j.atmosres.2020.104946
mailto:jhong@yonsei.ac.kr
https://doi.org/10.1016/j.atmosres.2020.104946
http://crossmark.crossref.org/dialog/?doi=10.1016/j.atmosres.2020.104946&domain=pdf


Bromwich, 2008) as the Weather Research and Forecasting model
(WRF) optimized for Arctic and Antarctic regions. As a regional climate
modeling framework, the PWRF has facilitated studies of weather and
climate in polar regions at a high-resolution in various surface en-
vironments including ice-sheet, ocean, land, and sea ice across the
Arctic domain and has been applied for the Arctic System Reanalysis
over the entire Arctic region. (e.g., Bromwich et al., 2009, 2018; Hines
and Bromwich, 2008; Hines et al., 2011, 2015; Wilson et al., 2011,
2012). The PWRF places emphasis on sea ice and snow-covered surfaces
that cover the Arctic throughout the year, except during a short summer
season. From this perspective, despite improvements of the PWRF
during the last decade, its use is limited for studies in tundra environ-
ments. Importantly, in the future, snow-free tundra will expand in the
Arctic region with global warming and be exposed to snow-free con-
ditions for longer periods in the future (Serreze and Barry, 2014). Arctic
tundra may exert greater effects on local and regional weather and
climate if global warming intensifies (Chapin III et al., 2000). Accord-
ingly, accurate atmospheric simulation around the Arctic tundra is of
great concern for improving predictions and assessments of repercus-
sions of change in the Arctic tundra on our sustainability (Hinzman
et al., 2005). The PWRF does not successfully capture several key as-
pects of surface energy exchanges and boundary layer structure in this
critical area (Hines et al., 2011) and the lack of in-situ observations, as a
result of limited accessibility due to the extreme climate conditions,
further hinders evaluations of land-atmosphere processes in this region.

Few studies have evaluated regional or global climate models over
the Arctic tundra based on in-situ observation. Hines et al. (2011)
evaluated the overall forecast performance of the PWRF across Alaska
in abrupt spring snow melt during the winter to summer transition
especially on the North Slope. Bromwich et al. (2018) expanded the
PWRF modeling system across Arctic tundra in the Arctic System Re-
analysis. Despite their prominent findings on the PWRF performance in
the Arctic tundra, previous studies were limited by a relatively coarse
horizontal grid size of 25 km which was larger than the observation
footprint. Indeed, the second-nearest land grid to the observation site
was selected for comparison because the nearest grid was classified as
an ocean grid. The lack of simultaneous observations of the surface
energy balance (SEB) and planetary boundary layer (PBL) structure also
limited our understanding of the drawbacks of the model in simulating
changes of Arctic tundra and the impacts on weather and climate
(Eugster et al., 2000). The model bias of cloud simulation was mixed up
with errors to simulate the SEB because clear and cloudy days were not
analyzed separately and the impacts of uncertainties in parameters
predefined in the model had not been extensively investigated.

The present study investigated the performance of PWRF in Arctic
tundra to simulate the SEB and PBL structure on clear summer days in
July of 2012. We focused on the PWRF performance and modeling
uncertainties in surface parameters and physical parameterization on
clear days because bias in clouds makes substantial errors in simulating
the SEB and PBL structure. This enabled the determination of the
sources of modeling errors. We examined the overall performance of
the PWRF based on in-situ observations of the SEB and PBL structure by
eddy covariance and radiosonde sounding measurements. Then, a series
of sensitivity experiments was conducted to quantify the modeling error
by uncertainties in a few key parameters and physics parameterization,
and eventually to improve model simulations for weather and climate
prediction.

2. Materials and methods

2.1. Site description and measurements

This study used surface meteorological data observed at the
Cambridge Bay (CBB) site in Nunavut, Canada, operated by the Korea
Polar Research Institute (69°07ʹ47ʺN, 105°03ʹ35ʺW, 15 m above m.s.l.)
(Fig. 1). We also used an upper air measurement data from the station

near the CBB station operated by the Environment Canada (69°07ʹ59ʺN,
105°03ʹ59ʺW). The vegetation cover around the CBB site is mainly
covered with dwarf-shrubs, graminoids, and lichens, and is classified as
mixed tundra in the model, consistently (Fig. 1c). For most of the year,
the ground of CBB is covered with snow. In the summer season from
June to August, snow melts and the top soil layer on the permafrost
thaws (called the active layer that usually freezes in winter and thaws in
summer). The active layer is deepened with the warming conditions,
thus leading to a change in hydrological process of CBB (Calihoo and
Romaine, 2010). During the simulation period, it was clear under the
influence of the high-pressure system and there was no sea ice around
the CBB station based on the ERA-Interim reanalysis data. It is also
notable that the Arctic sea ice had rapidly decreased in summer 2012
compared to normal years in response to dramatic warming and arctic
storm (Beitler, 2012; Parkinson and Comiso, 2013). The monthly mean
air temperature and precipitation in July of 2012 were significantly
higher than the 30-year averages (from 1985 to 2015), thus indicating
suitable conditions for the model evaluation in a climate affected by
global warming. The 30-year averaged July mean air temperature and
precipitation around the CBB station were 9.0 °C and 14.1 mm
month−1, respectively. The monthly mean air temperature, precipita-
tion, and soil moisture in July 2012 were 10.8 °C, 53.9 mm month−1,
and 0.28 m3 m−3, respectively (source: Environment and Climate
Change Canada: https://climate.weather.gc.ca).

For the model evaluation, this study used the 30-min interval data
of surface meteorological variables and 12-h interval data by radio-
sonde observation (00 UTC, 12 UTC) from 3 to 10 July 2012. The
surface-observed variables included downward and upward shortwave
radiation (K↓ and K↑), downward and upward longwave radiation (L↓

and L↑), sensible heat flux (H), latent heat flux (LE), 5-m air temperature
(T5), and 5-m wind speed (U5) (Table 3), and the radiosonde observed
variables included potential temperature (θ), and water vapor mixing
ratio. Surface radiative fluxes and surface energy fluxes were measured
directly by a net radiometer (CNR4, Kipp and Zonen, Netherlands) and
an eddy-covariance system (CSAT3, Campbellsci, Inc., USA; EC150,
Campbellsci, Inc., USA), respectively. For our model evaluation, we
allocated the surface energy imbalance to the observed heat fluxes (i.e.,
H and LE) based on the Bowen ratio (β ≡ H/LE) following Twine et al.
(2000). More information on the observation data can be found at the
Korea Polar Data Center (https://kpdc.kopri.re.kr) and in Lee (2018).

2.2. Model description

The PWRF version 3.8.1 was used in this study to evaluate the
performance to simulate surface and boundary layer properties over the
tundra surface around the CBB site (Table 1). The physics package of
the control (CTL) simulation included the Morrison 2-moment scheme
for cloud microphysics, Mellor–Yamada–Janjić (MYJ) PBL scheme, Eta
similarity scheme for the surface layer, Goddard shortwave radiation
scheme, rapid radiative transfer scheme for general circulation models
(RRTMG) longwave radiation scheme, and Noah land surface model
(Hines et al., 2011 and references therein). The Grell–Dévényi cumulus
parameterization was used in the first and second domains and turned
off for the domains of which the horizontal resolution was smaller than
4 km (Weisman et al., 1997). All the options related to the sea ice were
prescribed as default settings in the PWRF.

One-way of four-nested domains with a Lambert conformal map
projection was used for high-resolution simulation because target area
is the tundra region in regional scales rather than the entire Arctic area
(Fig. 1a). Each domain had 46 × 46 grids and the horizontal resolu-
tions were 27 km, 9 km, 3 km, and 1 km, respectively. The vertical layer
consisted of 31 levels up to 50 hPa. The simulation period was set to
9 days (1–10 July 2012) including a 48-h spin-up period, and our
analysis focused on the last seven days. During most of the study period,
the clear-sky was relatively long-lasting under the influence of a high-
pressure system. Our analysis excluded the period when there was
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observed precipitation of 2 mm day−1 to focus only on the surface
processes on clear summer days. The PWRF did not make cloud liquid
water and cloud ice during the simulation period except on these ex-
cluded days. For the initial and boundary conditions, the 6-hourly ERA-
Interim data was used, which is provided by the European Centre for
Medium-Range Weather Forecasts. Air temperature correction for to-
pography was not applied because the terrain height difference was less
than 10 m between observations and the model.

Additional numerical experiments were performed with different
physical constants and parameterizations to quantify the impacts of

uncertainties in parameters that influenced the SEB and the PBL
structure (Table 2 and Table S1). In the RAD simulation, the RRTMG
scheme was applied for shortwave radiation physics instead of the
Goddard shortwave scheme. Additional sensitivity experiments were
conducted in the CTL and RAD simulations to quantify uncertainties in
K↓: (i) an increase in the model top from 50 hPa to 1 hPa to consider the
radiation absorption by ozone in the upper atmosphere, (ii) a decrease
in the solar constant from the default value (i.e., 1370 W m−2) to
1361 W m−2, which was observed from the Solar Radiation and Cli-
mate Experiment (SORCE) satellite in the simulation period (Woods
et al., 2000). In the SFC simulation, the surface albedo and emissivity
were adjusted to the observed values reported by Langer et al. (2010,
2011) and Wilber et al. (1999). In the MTS simulation, soil moisture of
top soil layer was fixed to the observed mean of soil moisture at the CBB
site by increasing the value from the CTL simulation.

For the model validation, the standard deviation, centered root–-
mean–square error (RMSE), and correlation coefficients of the model
normalized by their corresponding values of the observation are to-
gether shown in a Taylor diagram (Taylor, 2001). Accordingly, a point
nearer the observation at a reference point (OBS) indicates a better
agreement with the observation in the Taylor diagram. The normalized
bias by the corresponding mean values of the observation was also
shown in the Taylor diagram based on Elvidge et al. (2014).

3. Results and discussion

3.1. Evaluation of land-atmosphere processes in CTL experiment

Fig. 2 shows the mean diurnal patterns of surface variables from the
tower observation and the model simulations during the simulation

Fig. 1. Domain composition for the PWRF experiments showing (a) topographical map for all domains and (b) for domain 4 specifically, and (c) vegetatin cover for
domain 4. Each domain had 46 × 46 grids and the horizontal resolutions were 27 km, 9 km, 3 km, and 1 km, respectively. The observation site of Cambridge Bay,
Nunavut, Canada is marked with red point (69°07ʹ47ʺN, 105°03ʹ35ʺW). (For interpretation of the references to colour in this figure legend, the reader is referred to
the web version of this article.)

Table 1
The numerical model settings and physics package of the CTL experiment.

CTL experiment

Version Polar WRF ver.3.8.1
Periods 1–10 July 2012 (spin-up: 48 h)
Initial & Boundary condition ERA-Interim
Horizontal resolutions 27, 9, 3, 1 km (4 domains with 1-way nesting)
Vertical resolutions 31 layers (up to 50 hPa)
Grids 46×46 (for each domain)

Physics

Microphysics Morrison 2-moment scheme
PBL physics Mellor–Yamada-Janjić (MYJ) scheme
Surface layer physics Eta similarity scheme
Radiation physics Goddard scheme (Shortwave radiation)

RRTMG scheme (Longwave radiation)
Cumulus physics Grell - Dévényi ensemble scheme (domain 1 & 2

only)
Land surface model Noah LSM

Table 2
The abbreviations of sensitivity simulations conducted in the study and their numerical design features.

Abbreviation Description

CTL_M Model top increases from 50 to 1 hPa (Other settings are same as the CTL experiment).
CTL_S Solar constant decreases from 1370 to 1361 W m−2 (Other settings are same as the CTL experiment).
CTL_MS Both increased model top and decreased solar constant are applied (Other settings are same as the CTL experiment).
RAD The Goddard scheme is replaced by the RRTMG scheme for shortwave radiation physics (Other settings are same as the CTL experiment).
RAD_M Model top increases from 50 to 1 hPa (Other settings are same as the RAD experiment).
RAD_S Solar constant decreases from 1370 to 1361 W m−2 (Other settings are same as the RAD experiment).
RAD_MS Both increased model top and decreased solar constant are applied (Other settings are same as the RAD experiment).
SFC Surface albedo and emissivity change to 0.20 and 0.98, respectively (Other settings are same as the RAD experiment).
MTS Soil moisture in the top soil layer is fixed to 0.28 m3 m−3 in domain 4 (Other settings are same as the SFC experiment).
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period. In the CTL experiment (black line in Fig. 2), the PWRF re-
produced the observed diurnal variability of surface radiative and en-
ergy fluxes (R2 ≥ 0.86). However, the model biases were large, espe-
cially in net radiation (RN) and turbulent energy fluxes (i.e., H and LE)
(Table 3). The correlation of L↓ was smaller because the PWRF did not
capture the rapidly increasing rate in the morning and the timing of the
daily minima (Fig. 2d). Except for L↓, all radiative fluxes contributed to

overestimate RN, that is, K↓ had a positive bias and all other components
of surface radiative fluxes (i.e. K↑, L↓, and L↑) had negative biases in the
simulation period.

The overestimations of RN occurred mainly around noon and mid-
night, with the daytime overestimation of K↓ and nighttime under-
estimation of L↑ in the CTL experiment (Fig. 2). Previous studies re-
ported similar overestimations of K↓ in atmospheric mesoscale models

Fig. 2. Mean diurnal patterns of the surface variables simulated from CTL (black line), RAD (red line), SFC (green line), and MTS (blue line) experiments with
observed data (x-dotted). Each graph shows (a) net radiation (RN), (b) downward shortwave radiation (K↓), (c) upward shortwave radiation (K↑), (d) downward
longwave radiation (L↓), (e) upward longwave radiation (L↑), (f) 5-m air temperature (T5), (g) sensible heat flux (H), (h) latent heat flux (LE), and (i) 5-m wind speed
(U5). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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and attributed such overestimation to the lack of aerosol and ozone in
the radiation schemes (e.g., Betts et al., 1997; Chen and Dudhia, 2001;
Hong and Kim, 2008; Methymaki et al., 2018). In a PWRF study, Hines
et al. (2011) also reported on the overestimation of K↓ during summer
and concluded that the bias is related to a deficit of the simulated cloud
fraction, which is not applicable in the present study because our
analysis focused on clear-sky conditions. Our further sensitivity ex-
periments indicated that the bias in K↓ can be reduced significantly with
proper selection of radiation parameterization, model top, and the solar
constant (see Subsection 3.2.1 for more discussion). Despite the over-
estimation K↓ in the model, K↑ was still underestimated and this in-
dicates that the prescribed surface albedo in the model was smaller than
the observed values and, accordingly, the surface albedo in the PWRF
needs to be revised (Fig. 2c).

The underestimation of clear-sky L↓ is typically related to the cold
bias of air temperature or the lack of water vapor in the model (e.g.,
Betts, 2009; Pinto et al., 1997). In particular, L↓ and thus net longwave
radiation (LWnet) decrease if relative humidity (RH) is underestimated
becase of the smaller clear-sky longwave greenhouse effect (Betts,
2009). In our study, the PWRF produced smaller RH and larger air
temperature with the larger diurnal ranges of RH near the surface
(Figs. 3 and 4). The warm bias partially contributed to the RH bias in
the model but the model gave smaller mixing ratio in the PBL (Fig. S1).
Indeed, the PWRF did not reproduce the observed relationship of the
clear-sky LWnet with RH. Our findings suggest that humidity bias made
substantial impact on clear-sky L↓ simulation where the solar zenith
angle is large such as at arctic region similarly to Betts (2009).

It is also notable that the simulated atmospheric heating rate (i.e.,
increasing rate of T5) was also greater than the observation in the
morning under the influence of water vapor amount (Fig. 2f). We
speculate that this is related to a smaller heat capacity near the earth
surface in the model because the model underestimated water vapor
having a larger heat capacity than the dry air. Our findings suggest that
more accurate simulation of humidity is important in the Arctic region
for longwave radiation and surface radiation balances.

For outgoing longwave radiation, the PWRF simulated less L↑

throughout the day and this negative bias became worse at night
(Fig. 2e). Bias in L↑ was related to both the surface radiative and surface
energy balances through surface temperature. Negative nocturnal bias
in L↑ indicated excessive nighttime cooling on the surface in the model,
which can be reduced by incorporating the organic layer into the model
(Hines et al., 2011). Notably, our additional simulation gave a smaller
bias in L↑ with changes in surface radiative properties and soil moisture
(see Subsections 3.2.2 and 3.2.3 for more discussion).

The PWRF reproduced synoptic conditions near the surface in
general. The simulated surface pressure showed a good performance
with a bias of< 2 hPa and a correlation coefficient of 0.99 (not shown),
which are within uncertainties in the terrain height between the model
and observation. The simulated U5 had a small negative bias of
−0.5 m s−1 and a RMSE of 1.1 m s−1 with a correlation coefficient of
0.79 (Table 3). The performance of these variables are comparable with
the PWRF performance reported by Hines et al. (2011). However, as the
PWRF overestimated RN, the model allocated more available energy to
H than LE and these turbulent fluxes showed substantial biases against
the observation; H showed a positive bias of 66.9 W m−2 whereas LE
showed a negative bias of −43.3 W m−2, leading to a larger Bowen
ratio (i.e., β> 5) and higher air temperature in the PBL compared to
the observation. With this bias in the SEB, the PWRF reproduced
equivalent potential temperatures similar to the observation by a
warmer (but drier) atmosphere with smaller saturation pressure height
in the CTL experiment (Fig. 5a). Accordingly, it is probable that the
cloud base was higher in the model compared to the observation. Our
further analysis investigated potential sources of error of the PWRF in
terms of uncertainties in input parameters and physical parameteriza-
tions.
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3.2. Sensitivity analysis

3.2.1. Downward shortwave radiation
The overestimation of K↓ in the CTL experiment was the main error

source of overestimation of RN during the daytime, which influences all
surface energy fluxes eventually. Further sensitivity experiments were
investigated to quantify the uncertainties of simulated K↓ with changes
in the model top height, the solar constant, and radiative transfer
schemes. It is clear that the simulated K↓ improved the model bias by
from 1.9 to 4.5 W m−2 with the changes of model top height and the
solar constant respectively compared to the CTL experiment, and its
sensitivities were larger in the Goddard scheme (i.e. CTL) than in the
RRTMG scheme (i.e. RAD) (Table 3).

Two radiation parameterizations overestimated K↓, however, the
relative error was smaller in the RRTMG than in the Goddard para-
meterization. Bias and RMSE became 0.5 and 6.3 W m−2 in the RRTMG
from 17.5 and 20.2 W m−2 in the Goddard scheme, respectively. Our

results indicate that there was more radiative absorption in the RRTMG
because of its broader and more spectral bands and more extinction
sources (e.g., methane) than the Goddard (Ruiz-Arias et al., 2013).
Notably, the RRTMG scheme produced increases in K↓ when the model
top height increased, despite increases in the optical path, that was
unlikely in the Goddard scheme. This suggests that multiple scattering
is more active in the RRTMG. With the Goddard scheme (CTL), the
positive bias of K↓ decreased to approximately 25% when a longer at-
mospheric depth (i.e., the model top set to 1 hPa: CTL_M) and the
smaller solar constant (i.e., 1361 W m−2: CTL_S) were used together
(Table 3). Particularly, K↓ decreased mostly at noon when the RRTMG
scheme is used (i.e., the RAD, SFC, and MTS experiments) (Fig. 2b).

The smaller solar constant (by 9 Wm−2, from 1370 to 1361 Wm−2)
induced a decrease of approximately 2.5 W m−2 in surface K↓, re-
gardless of the shortwave radiation parameterizations and the model
top heights (Table 3). This finding indicates that a relatively shallow
optical depth around the station results in substantial changes of

Fig. 3. Vertical potential temperature (θ) profile of CTL (black line), RAD (red line), SFC (green line), and MTS (blue line) experiments with radiosonde data (x-
dotted gray line) for 4–6 July 2012 (12-hourly). The simulated PBL heights are plotted as horizontal dotted lines. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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surface incoming shortwave radiation with changes of the solar con-
stant, and that uncertainty in the solar constant cannot be negligible
over the Arctic area (Hong and Kim, 2008; Tosca et al., 2013).

Our results are consistent with previous WRF studies that reported
improvement of surface shortwave radiative fluxes in the RRTMG
parameterization (e.g., Ruiz-Arias et al., 2013; Wałaszek et al., 2014).
Nevertheless, negative bias in K↑ and L↑ is exacerbated in the RAD ex-
periment with the decreases of K↓, indicating that there are errors in
surface albedo and emissivity of PWRF (red line in Fig. 2). Eventually,
positive bias in RN became smaller, by approximately 3.5 and
1.5 W m−2 in the CTL_MS and RAD_MS experiments, respectively, with
the reduction of K↓ by the changes of the model top height and solar
constant. Most of this RN change is allocated to decreases in H with
negligible changes in LE, leading to cooler air temperature in the PBL
(red line in Fig. 3). Our findings indicate that careful selection of the
radiation-related parameters and radiation schemes is necessary for the
summer Arctic region.

3.2.2. Surface radiative parameters
Despite the improvement of K↓ in the RAD experiment, there were

still large underestimations of K↑ and L↑ (red lines in Fig. 2c and e).
Background surface albedo was prescribed with a daily variation in
PWRF. The land cover corresponding to the footprint of the flux

measurements was classified as a mixed tundra and the maximum and
minimum values of surface albedo were set to 0.15 and 0.20 in the
model, respectively, with surface emissivity of 0.92 in the PWRF. The
daily surface albedo varied from 0.18 to 0.17 during the study period in
the CTL experiment. An additional sensitivity simulation was per-
formed by increasing the surface albedo to 0.20, based on the ob-
servation and surface emissivity of 0.98 reported at tundra sites (Langer
et al., 2010, 2011; Wilber et al., 1999).

When surface albedo increased to 0.20 in the SFC experiment, bias
of K↑ was reduced to 1.1 W m−2 (from −6.8 W m−2 in the RAD ex-
periment), of which the magnitude corresponded to the positive bias of
K↓ (Table 3). The increase of surface emissivity resulted in the parallel
shift of L↑, leading to better performance, especially because of an im-
provement in the nighttime L↑ (green line in Fig. 2e). The bias of L↑

varied from−15.3 to 6.2 W m−2, and the RMSE decreased from 18.5 to
14.0 W m−2. In addition, LWnet and its relationship with RH provided a
better agreement with the observation (Fig. 4c). Despite this improve-
ment of K↑ and L↑ in the SFC experiment, there was no substantial
improvement in the RN simulation. The RMSE in RN increased to
21.6 W m−2 in the SFC experiment from 17.3 W m−2 in the RAD ex-
periment, and the bias in RN changed from 14.6 to −15.7 W m−2 be-
cause of increases in K↑ and L↑ (Table 3). Consequently, the over-
estimation of H was reduced again by approximately 10 Wm−2 without

Fig. 4. Net longwave radiation (LWnet) with standard deviations binned by 5-m relative humidity (RH) for results of (a) CTL (black line), (b) RAD (red line), (c) SFC
(green line), and (d) MTS (blue line) experiments with observation data (gray line). (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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changes in LE, compared to the RAD experiment. Furthermore, the SFC
experiment also reduced the bias of air temperature in the convective
mixed layer by approximately 1 °C (green line in Fig. 3).

3.2.3. Soil water content
The observed monthly mean of soil water content in July 2012 was

approximately 0.28 m3 m−3 in CBB. Initial soil moisture content from
the ERA-Interim and thus the PWRF simulated a lower soil water con-
tent than the observed value in the top soil layer (0.15–0.20 m3 m−3)
from the beginning of the simulation (Fig. 6a). An additional 10-year
recursive spin-up run was carried out for initial soil moisture content
with the offline Noah LSM based on Koster et al. (2009) and Lim et al.
(2012). Notably, soil moisture quickly converged to the equilibrium
state in one year the spin-up time and the equibrium soil moisture
content was similar with the observed value (Fig. S2). Accordingly, we
speculate that such smaller initial condition of soil moisture is related to
the spin-up of a land surface model rather than physical processes such
as the thawing and drainage processes in summer Arctic tundra. In this
perspective, the additional sensitivity experiment (MTS; Moist Top Soil)

was designed with the observed monthly mean soil water content to
quantify error of the SEB due to soil moisture. Hines et al. (2011) re-
ported a minor influence of soil water content over the Arctic region
based on increases of the initial soil moisture content. If we only in-
creased initial soil moisture value, the soil moisture content rapidly
decreased to approximately 0.20 m3 m−3 within a few days resulting in
lower soil moisture in the model and did not produced substantial
changes of SEB (not shown). Accordingly, in the MTS experiment, our
study designed that soil water content in the top soil layer is fixed to the
monthly mean value of soil water content in the innermost domain
(68.9–69.3°N, 104.4–105.5°W) (i.e., 0.28 m3 m−3).

The Taylor diagram showed that the overall performances of all
variables improved in the MTS experiment particularly in H and LE
(Fig. 7). With the increased soil water content, the LE increased whereas
H decreased substantially, thus leading to a good agreement of β with
the observation. The bias of H and LE decreased substantially from 45.7
and −45.1 W m−2 in SFC experiment to 3.3 and 6.0 W m−2 respec-
tively (Table 3). The increase in LE produced a lower surface tem-
perature and L↑ accordingly (Table 3 and Fig. 2e). With the

Fig. 5. Averaged diurnal cycle of potential temperature (θ) and mixing ratio (q) at the 5-m height of evaluation grid. The results of CTL (black line), RAD (red line),
SFC (green line), and MTS (blue line) experiments are plotted with observed data (gray line). Gray dashed and thick gray dashed diagonal lines indicate the saturation
pressure (short-dashed) and equivalent potential temperature (long-dashed), respectively. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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improvement of SEB in the MTS experiment, the T5 simulation also
improved because of its decreases (Fig. 2f), and the relationship of RH
and LWnet was well reproduced (Fig. 4d). Vertical profiles of θ in the
PBL still indicated a warm bias in the MTS, however it became smaller
in the MTS experiment (blue line in Figs. 3–5). The U5 was not influ-
enced by soil moisture with the similar bias and correlation coefficient.
The steeper decreasing rate of soil water content, which can be attri-
butable to error in soil heat capacity and soil hydraulic conductivity,
was also mitigated in the MTS experiement (Fig. 6). This is because soil
heat capacity is proportional to soil water content and increased with
increased soil moisture in the MTS experiment. Eventually, this also
mitigated the steeper changing rate of L↑ during the daytime, which is
also related to the surface temperature with the decrease in its daily
maxima (Fig. 2e).

Betts (1992, 2009) showed that the vector change in the mixing
diagram is decided by the SEB and entrainment fluxes at the PBL top. If
we consider that the MTS reproduced the observed β and the

magnitudes of H and LE, the bias of diurnal change in the mixing dia-
gram in the MTS experiment indicated potential error in the entrain-
ment fluxes (Fig. 5d). Our results indicate that the spin-up of soil water
content and soil hydraulic properties have critical roles in the Arctic
SEB and temperature and humidity in the PBL, in addition to the im-
proved initial condition of soil moisture content.

4. Summary and conclusions

Arctic tundra is likely to be exposed to warmer conditions with a
warming global climate. This study evaluated the simulation perfor-
mance of PWRF over the Arctic tundra region on clear summer days
based on in-situ observations of the SEB and PBL structure. Our analysis
placed emphasis on the model performance on non-cloudy days over
the summer Arctic tundra to investigate the performance of PWRF
without the bias of cloud in the model. Overall, PWRF simulated a good
diurnal pattern of surface variables on non-cloudy days. Despite these

Fig. 6. Soil water content in soil layers from (a) the CTL and (b) MTS experiments.

Fig. 7. Taylor diagram of surface variables from CTL (black) and MTS (blue) experiments comparing with observed data. The normalized bias, standard deviations
and centered-RMSE, and correlation coefficient are plotted. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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large correlations with observations, PWRF simulated a different SEB
from the observation on the clear summer days, leading to a warmer
PBL environment. The K↓ was overestimated at midday and the other K↑

, L↓, and L↑ were underestimated in the model, leading to the over-
estimation of RN by 27 W m−2. With this overestimation of RN in the
model in drier conditions, the more available energy is partitioned to H
than LE. Indeed, H had a positive bias of 66.9 W m−2 whereas LE was
underestimated with a negative bias of −43.3 W m−2.

Sensitivity analysis was conducted to quantify the model bias in-
duced by uncertainties in surface parameters and model design. Our
sensitivity analysis clearly shows that the surface radiation balance
depends on the atmospheric radiation scheme with the solar constant
and model top height, surface albedo, and surface emissivity. Despite
improvements of surface radiation with their proper assignment, they
did not improve the surface energy partitioning of RN into H and LE.
Further analysis showed that bias in the soil moisture content plays a
critical role in regulating the surface energy partitioning by reducing
warm and dry bias in the model. With the increases in soil moisture
during the whole simulation period, the RMSE of H and LE were de-
creased by approximately 80% and 70%, respectively, each from the
CTL experiment. Our findings propose that the PWRF can capture
temporal evolution of the SEB and PBL structure in non-cloudy condi-
tions if the radiation physics and surface parameters are properly se-
lected with reliable simulation of soil moisture. Notably, our results
corroborated that the model captured the SEB not only with realistic
initial conditions of soil moisture contents, but also that proper soil
hydraulic and thermal properties are necessary. It is also notable that
despite this substantial improvement, L↓ showed a negative bias in all
the simulations, possibly due to water vapor in the atmosphere, and air
temperature and humidity in the PBL had bias possibly due to improper
simulation of the entrainment fluxes in the PBL top based on the mixing
chart analysis. Our study suggests that we should carefully decide on
the numerical experimental design in the Arctic region and emphasize
field measurement of vegetation and cover in this sentive area to cli-
mate changes. Furthermore, additional evaluation studies should be
conducted to focus on interactions between the PBL and its overlying
free atmosphere and longwave radiation processes over the Arctic area
to improve modeling.
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