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Abstract
Renewable energy sources reduce irresponsible carbon emissions and have the advantage of being located close to the load as 
a distributed generation (DG). Thus, various studies have examined the optimal placement and capacity of DG to maximize 
their effect on power grids. However, there was no paper that considered the normalized cost including the fault current in 
the process of the optimal allocation of DG. The reason that the normalized fault current cost should be included in objec-
tive function is that the more DG is connected to the network, the higher fault current will flow. Thus, this paper presents 
a method of optimizing the DG placement and capacity from a novel perspective using normalized costs that minimize the 
fault current. For this purpose, this study incorporates the particle swarm optimization method to the Newton–Raphson 
power-flow calculation and the sequence network decomposition methods. The proposed normalized cost function includes 
not only voltage variations determined by the power-flow method, installation costs, and power losses but also fault current 
determined by the sequence method. As a result, the objective function of the new design, adding the normalized fault cur-
rent cost, enables the solution set to be more optimal than the previous solution set.
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Acronyms
DG	� Distributed generation
EF	� Evaluation function
FC	� Fault current

HC	� Hosting capacity
IBDG	� Inverter based distributed generation
IC	� Installation cost
OF	� Objective function
PL	� Power loss
PSO	� Particle swarm optimization
SLG	� Single line to ground fault
VSI	� Voltage source inverter
VV	� Voltage variation

1  Introduction

The increase in electricity demand cannot be replaced by 
simply increasing the size of power generation and transmis-
sion facilities. The introduction of distributed power sources 
that inject new and renewable energy into the power grid is 
the key to realizing Net-Zero [1]. DG has an advantage in 
that it can inject power near the load [2]. Selecting a distrib-
uted power source with optimal placement and capacity is 
an important issue of optimal allocation. Previous studies 
are introduced while conceptually expanding the problem 
of DG optimal allocation.
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The power quality can be degraded because of harmonics 
and the increased use of the power electronically switched 
inverters of DG [3]. However, DG based on power electron-
ics is modeled as an inverter as a simple voltage source and 
impedance in this paper. In [4], when considering the loss 
and voltage impact, the position of the capacitor is selected 
to minimize the reactive power flowing through the feeder. 
The optimal allocation problem for a single DG considering 
two costs was approached by an analytic method. A guide-
line for considering capacitors as DG (2/3 of the capacitor 
capacity and the feeder distance, called the two-third rule) 
was proposed. More various influences needed for optimi-
zation should be added. In addition, multiple DG’s are also 
considered, and the use of analytic methods has limitations 
(e.g., solving the optimal allocation problem by the analytic 
method).

The various effects of DG installation on grids should be 
designed as an objective function. Thus, it is necessary to 
optimize DG in the consideration of the positive and nega-
tive effects of DG on the grid (e.g., not only a decrease in 
losses and voltage magnitude variations but also an increase 
in installation costs and fault currents). In other words, it 
takes to the trade-offs resulting in the use of DG into 
account. For example, as DG is added, the loss is usually 
reduced because of the reverse power flow (however, the 
loss can increase if installing the relatively large amount 
of DG compared to the base rating). Another influence of 
DG is to improve the voltage profile [5]. But, the installed 
capacity increases the installation and maintenance costs. 
Therefore, the various aspects of optimization (e.g., injected 
power, power flows, and power losses) were proposed [6]. 
In standpoints of the utility and market, on the one hand, the 
influence of DG is further subdivided into scheduling and 
dispatching problems, which can be solved by the optimal 
power-flow method [7, 8].

After the specified capacity was installed as a single DG 
or multiple DG’s, their impacts on the grid were investi-
gated in the previous various studies. For example, the key 
problem is to select the bus location that maximizes the 
positive impact on the grid. However, it is difficult to find 
a comprehensive solution to determine the placement of 
DG without specifying the number and capacity of DG. 
In other words, it is difficult to find the placement and 
capacity because of the infeasibility of the enumeration of 
all the possible combinations. Thus, as the dimension of 
an optimization problem grows, the metaheuristic method 
has been applied. For example, particle swarm optimiza-
tion (PSO) is programmed to solve such an optimization 
problem (e.g., the location and capacity of DG) [9]. This 
method tries to find a global solution with an efficient way 
to search the space. The particle swarm optimization algo-
rithm example is presented in [10, 11]. Other metaheuris-
tic methods include the genetic algorithm [12, 13] and the 

ant bee colony optimization [14]. In [15], various kinds of 
optimization techniques have been reviewed, which can 
be classified by tabu search, simulated annealing, and ant 
colony optimization algorithms.

Recently, the effect of DG on reactive power support 
(e.g., Volt/Var control and management) was examined in 
[16, 17]. The fault current and installation costs were added 
to the optimization problem [18]. However, [18] is normal-
ized without considering the maximum cost, but this paper 
adopts min–max normalization. Since the previous method 
considered a general DG type, the optimization problem was 
solved for PV systems in [19].

As a result of the literature review, this study found that 
none of the previous studies took the min–max normalized 
voltage variations, power losses, installation costs, and fault 
currents into account for DG optimal allocation. If the larger 
capacity of DG is connected to the grid, the higher fault cur-
rents flow in balanced [20] and unbalanced conditions [21]. 
Thus, the objective of this study is to present a method of 
optimizing the DG capacity and placement using normalized 
costs to minimize fault currents. For this purpose, the PSO 
is incorporated to the Newton–Raphson power-flow and the 
sequence network decomposition methods implemented in 
MATLAB. The proposed objective function includes voltage 
variations determined by the power-flow method, installa-
tion costs, power losses, and fault current determined by the 
sequence method.

1.1 � Contributions and Findings

When DG is added to a power system, if DG is modeled as a 
current source, the Norton equivalent impedance is added in 
parallel to the system, [22]. Thus, the fault current changes. 
In optimizing DG, it should be considered the effect of the 
fault current. However, the installation costs, voltage vari-
ations, and power losses in the previous studies were not 
added to the fault current cost. Thus, to effectively optimize 
DG, the effect of normalized fault currents on the objective 
function of the DG allocation problem is examined in this 
study. As a result, the addition of the normalized fault cur-
rent is valid for the DG allocation problem. In particular, 
the proposed objective function becomes more influential 
in complex models. The introduction of normalized fault 
currents is better than the previous solution set.

1.2 � Paper Outline

This is organized as follows: Sect. 2 describes the problem 
statement; Sect. 3 summarizes the existing methods; Sect. 4 
proposes the proposed methods; Sect. 5 defines case studies. 
Finally, Sect. 6 presents the conclusion.
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2 � Problem Statement

By connecting DG to the P-Q bus, the voltage drop can be 
alleviated and power losses can be mitigated. However, the 
installation cost increases as the capacity of DG increases, 
and DG contributes to an increase in the fault current. Thus, 
the positive and negative effects of DG on the system should 
be quantified. For this purpose, this study solves an opti-
mal allocation of DG (e.g., location and capacity) using the 
PSO method, which is incorporated by the Newton–Raphson 
power-flow calculation and the sequence network decompo-
sition methods. Then, this study presents the objective func-
tion that applies the normalized fault current cost to instal-
lation costs, power losses, and voltage variations. Finally, 
the effect of the normalized fault current cost on the DG 
optimization problem is examined.

3 � Existing Methods

3.1 � DG Modeling

DG is analyzed based on an inverter. Inverter-based dis-
tributed generation (IBDG) operates as a voltage or cur-
rent source. A voltage source inverter (VSI) is modeled as 
Thevenin’s equivalent circuit, the impedance of which and 
the voltage source are connected in series. The Kirchhoff 
voltage law is as follows:

Ea = internal voltage of DG, Zs = equivalent source 
impedance of DG, Ia = current of DG, Va = terminal voltage 
of bus in Fig. 1.

3.2 � Sequence Method and Short‑Circuit Current

When a single line-to-ground (SLG) fault occurs only in phase 
a, the current flowing in phase a is the fault current(short-cir-
cuit current). In the phase domain, no current flows in phases b 
and phase c in (2). The fault current is calculated from the volt-
age of phase a and the impedance of the Thevenin equivalent 

(1)Ea = IaZs + Va

circuit viewed from the faulted point in (3). In the sequence 
domain, the zero-, positive-, and negative-sequence currents 
are equal in (4). And each sequence circuit is connected in 
series in (5) in Fig. 2.

The fault current is usually calculated by dividing the pre-
fault voltage by the Thevenin impedance. The pre-fault volt-
age is calculated based on the normal (ideal) voltage without 
considering load currents. The fault current is equal to the 
sum of the fault currents injected from each generator and DG 
according to the principle of superposition.

Thus, in Sect. 5, we approach the DG allocation problem by 
ignoring ZF, using VF as 1∠0° p.u, and limiting the fault point 
to the bus. And the IEEE models (the IEEE 14- and 30-bus 
test feeders) modified to 1 p.u. for both slack and P–V buses 
were used.

3.3 � Newton‑Rapson Power‑Flow Analysis Method

The power-flow analysis problem has high-order nonlinear 
terms. One of the iterative solutions is the Newton-Rapson 
method. The x and y are defined as follows.

(2)Ib = Ic = 0

(3)Vag = ZFIa

(4)I0 = I1 = I2

(5)IF = Ia = I0 + I1 + I2 = 3I1 =
3VF

Z0 + Z1 + Z2 + 3ZF

(6)x =
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Fig. 1   DG model as a voltage  source inverter Fig. 2   SLG fault sequence circuit
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The y element is as follows.

The Jacobian matrix is as follows.

If x and y are defined in (6), the power mismatch equa-
tion is iteratively calculated and Δy is also determined. The 
well-known Newton–Raphson method is incorporated into 
the proposed method, which is presented in the next section.

4 � Proposed Methods

4.1 � Min–Max Normalization

The DG installation cost is a factor that measures the nega-
tive effect of DG installation on the system. Connecting 
DG to the grid affects voltage variations, installation costs, 
power losses, and fault current. To determine these effects, 
it is necessary to express numerically in which aspect the 
DG installation is profitable or costly. Thus, if each cost is 
formulated in its own proportional quantity, each unit can be 
removed, normalized as possible. And Each bus is assumed 
to have the same impact for the same cost.

The voltage variation (VV) is the cost calculated as the 
difference between the nominal voltage and the voltage 
obtained by power-flow analysis determined by the New-
ton–Raphson method. The minimum value is determined 
by the nominal voltage. For example, the voltage normal 
operating point is set as follows:

where
Vmin = minimum of voltage (e.g., − 10%), Vmax = maxi-

mum of voltage (e.g., + 10%).

(7)yk = Pk = Pk(x) = Vk

N∑
n=1

YknVn cos
(
�k − �n − �kn

)
,

(8)

yk+N−1 = Qk = Qk(x) = Vk

N∑
n=1

YknVn sin
(
�k − �n − �kn

)
.

(9)J =
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.

(10)Ccos t,DG,i =
cos tDG,i − cos tDG,i,min

cos tDG,i,max − cos tDG,i,min

.

(11)Vmin ≤ V ≤ Vmax,

The normalized cost of VV is defined as follows,

where
CVV = normalized cost of voltage variation, Nbus = number 

of buses, Vn, nom = nominal voltage of the nth bus, Vn = volt-
age of the nth bus.

The installation cost (IC) is an additional cost (in a dollar) 
per capacity (in kW) to install DG. The hosting capacity is 
calculated by power-flow analysis. The bus to which DG is 
connected is modeled with a Petri net approach [23]. If the 
DG exceeding the hosting capacity is connected to the sys-
tem, the Q of the P–V buses could exceed Qmax, thereby not 
converging to the solution set. The capacity at the boundary 
value is defined as the hosting capacity.

The normalized cost of IC is defined as follows,

where
CIC = normalized cost of the installation cost, PDG = gen-

eration amount of DG, PHC = the hosting capacity.
The power loss (PL) is calculated by impedance and cur-

rent determined by the Newton–Raphson method. Since the 
PL constraint must be satisfied, the normalized cost of PL 
is defined as follows,

where
CPL = normalized cost of power losses, SPL = com-

plex power of the kth branch, Nbr = number of branches, 
Sbase = base MVA of power.

In the following case study, the case where 10% of the 
base power is lost in the branch is set to have the largest 
power loss cost.

The fault current(FC) depends on the placement of DG 
that works as a VSI. If DG is not connected to the slack bus, 
in other words, DG is connected to as much as (Nbus − 1), the 
FC is the highest because every DG may inject its power 
during the fault at the limited value. Conversely, if DG is not 
connected, the FC is the lowest, so the following normaliza-
tion is derived,

where

(12)
CVV =

Nbus∑
n=1

��Vn,nom, − Vn
��

0.1 × Nbus

,

(13)CIC =
PDG

PHC

,

(14)
CPL =

Nbr∑
k=1

��SPL(k)��
0.1 × Sbase × Nbr

,

(15)CFC =
IF − IF, min

IF, max − IF, min

,
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CFC = normalized cost of the fault current, IF, min and 
IF, max = minimum and maximum of the fault current.

4.2 � Objective Function

An objective function (OF) that minimizes the sum of the 
proposed several normalized costs is defined. Since the 
installation of DG affects VV, PL, IC, and FC, the four nor-
malized cost terms are in (16). Thus, the proposed problem 
is now to find the optimal method to install DG by minimiz-
ing the following OF,

where
wVV, wIC, wPL, and wFC = weights of voltage variations, 

installation costs, power losses, and fault currents.

4.3 � Particle Swarm Optimization

Particle swarm optimization called PSO, a kind of 
metaheuristic method is an algorithm created by focusing 
on the regularity of social behavior patterns such as birds 
living in colonies. So, PSO is an optimization algorithm that 
finds the optimal value through self-learning. Each particle 
searches the search-space and remembers the optimal allo-
cation of DG.

Initial values are as follows. x0 is the 1 by n bus location 
matrix with the same random number as an element from 0 
to 100. v0 is x0 multiplied by 0.1. Pbest and Gbest is the initial 
value of x. Equation (17) defines the momentum. As the 
number of iterations increases, the initial weight is reduced.

where
w = inertial weight, wmax and wmin = maximum and mini-

mum weights (e.g., 0.9 and 0.4), ite = number of iterations, 
itemax = maximum of iterations.

The velocity is updated as the sum of the three com-
ponents in (18): momentum component (i.e., the previous 
velocity of the particles), cognitive component (i.e., the 
velocity from each particle to the best known position), 
social component (i.e., the velocity from swarm to swarm 
best known position). The final optimal value is calculated 
by reflecting the existing value, the particle best value, and 
swarm best value

where

(16)
OF = min (

∑
wVVCVV + wICCIC + wPLCPL + wFCCFC),

(17)w = wmax − (wmax − wmin) ×
ite

itemax

,

(18)v(i + 1) = w × v(i) + c1 × rand ×
(
Pbest − x

)
+ c2 × rand ×

(
Gbest − x

)
,

Pbest = best particle position, Gbest = best global position, 
rand = random number between 0 and 100, c1, c2 = accel-
erator factor (e.g., 2), x = position (1 by n matrix).

When the position and velocity of the previous step in 
(19) are added, it becomes the position of the next step,

The proposed method has a random number from 0 to 
100 and generates 100 particles. The momentum, veloc-
ity, and position of these particles are updated to find x. 
Pbest and Gbest are selected by calculating the OF value 
corresponding to the OF value (Pbest) of the 100 particles 
and the OF value (Gbest) of the particles that have been 
released so far. Again, x and the OF are evaluated. The 
proposed workflow is shown in Fig. 3. For the evaluation 
of OF of the particles, this study incorporates the proposed 
PSO method to the Newton–Raphson power-flow calcu-
lation and the sequence network decomposition meth-
ods implemented in MATLAB. In short-circuit analysis, 

(19)x = x0 + v.

Fig. 3   Flow chart of the proposed method
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unnecessary impedance matrix algorithm operation should 
be bypassed.

5 � Case Study

DG is not installed on the slack and P–V bus in the case 
study. In other words, DG is connected to the P–Q bus. The 
weight of each cost has the same proportion, assuming that 
the OF in the worst case is 1. In this paper, three cases are 
used for comparisons:

Case 1 Basic system without DG, or denoted as “non-
DG;”
Case 2 System allocated with optimal DG using the old 
OF in (20);
Case 3 System allocated with optimal DG using the pro-
posed OF in (16) and (21).

By comparing Case 1, 2, and 3, the effect of DG on opti-
mization is evaluated as an evaluation function (EF). The 
EF also indicates the effect of DG on the FC. Therefore, The 
EF will demonstrate that CFC is necessary for optimization.

5.1 � Modified IEEE 14 Bus

Figure 4 shows the IEEE 14 bus. Figure 5 indicates the 
maximum and minimum value of the fault current for nor-
malization. When the fault current is the lowest, the fault 
current of bus 2 is the largest as 13.4831 p.u. In the case 
of the lowest fault current, the fault current of bus 4 is the 
highest at 40.15 p.u.

Optimization is performed using the proposed PSO algo-
rithm using normalized costs. Figure 6 shows the PSO con-
vergence characteristic. As the iteration increases, the OF 
decreases.

Table 1 presents the optimal values of the placement and 
capacity of DG. Figure 7 is the voltage on each bus.

Figure 8 is a visualization of Table 2. When the fault 
current is included in the optimization problem, voltage 
variation decreases as much as by 66.6048% from 0.0539 to 
0.0180 p.u. Power losses decrease by 76.2183% from 0.0513 
to 0.0122 p.u. The fault current increases by 10.5317% from 
13.4830 to 14.9030 p.u. Finally, the OF value decreases by 
28.5171% from 0.1052 to 0.0752 p.u. This result validates 
the effect of the proposed method on installing DG by show-
ing the decreased OF.

(20)OF = min(
∑

wVVCVV + wICCIC + wPLCPL),

(21)EF = wVVCVV + wICCIC + wPLCPL + wFCCFC.

In Fig. 6, there is no big difference in the final OFs of 
Case 2 and 3. The main difference of Case 2 and 3 is whether 
FC is included or not. Both the OF values reduce compared 
to when DG was not used (i.e., Case 1). However, the EF 
of Case 3 in Table 2 was subtly lower than the EF of Case 
2. For example, in Case 2, the value of the EF decreases by 
23.9543% from 0.1052 to 0.0800 p.u. On the other hand, 
in Case 3, the value of the EF decreases by 28.5171% from 
0.1052 to 0.0752 p.u. Therefore, the proposed method that 
includes the fault current can be better optimization com-
pared to that excluding the fault current.

Fig. 4   IEEE 14 bus [24]

Fig. 5   Min–max fault current candidate (the modified IEEE 14 bus)
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Fig. 6   Convergence curve of PSO (the modified IEEE 14 bus)

Table 1   Optimal placement and capacity (the modified IEEE 14 bus)

Case 2 Case 3

Placement [bus] Capacity [MVA] Placement [bus] Capac-
ity 
[MVA]

9 15 10 43
10 28 14 37
11 1 – –
12 7 – –
14 35 – –

Fig. 7   Voltage variation (the modified IEEE 14 bus)

Fig. 8   Evaluation function (the modified IEEE 14 bus)

Table 2   Evaluation elements (the modified IEEE 14 bus)

Evaluation elements Case 1 Case 2 Case 3

VV 0.0539 0.0171 0.0180
IC 0 0.0341 0.0317
PL 0.0513 0.0100 0.0122
FC 0 0.0188 0.0133
EF 0.1052 0.0800 0.0752

Fig. 9   IEEE 30-bus test system [24]
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5.2 � Modified IEEE 30 bus

Figure 9 shows the IEEE 30-bus test system. Figure 10 indi-
cates the minimum and maximum value of the fault current 
for normalization. When the fault current is the lowest, the 
fault current of bus 2 is the largest as 14.1020 p.u. In the 
case of the lowest fault current, the fault current of bus 6 is 
the highest at 58.24 p.u.

Figure 11 presents the PSO convergence characteristic 
when PSO is performed using the proposed normalized 
costs. As iteration increases, OF decreases. Table 3 shows 
the optimized values of the placement and capacity of DG. 
Figure 12 is the voltage profile on each bus.

Fig. 10   Min–max fault current candidate (the modified IEEE 30- bus 
system)

Fig. 11   Convergence curve of PSO (the modified IEEE 30-bus sys-
tem)

Table 3   Optimal placement and capacity (the modified IEEE 30-bus 
test system)

Case 2 Case 3

Placement [bus] Capacity [MVA] Placement [bus] Capac-
ity 
[MVA]

14 1 15 30
19 30 18 28
21 32 25 28
23 19 30 19
25 9 – –
26 7 – –
28 1 – –
30 18 – –

Fig. 12   Voltage variation in the modified IEEE 30-bus test system

Fig. 13   Evaluation function (the IEEE 30-bus system)
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Figure 13 indicates the EF of each case. In Table  4, 
when the fault current is included in the proposed optimi-
zation algorithm, VV decreases by 76.7521% from 0.1170 
to 0.0272 p.u. PL decreases by 81.2297% from 0.0309 to 
0.0058 p.u. The EF decreases by 52.3326% from 0.1479 
to 0.0705 p.u. In the IEEE 30-bus system, the effect of CFC 
is evident. In Case 2, the EF decreases by 4.8005% from 
0.1479 to 0.1408 p.u. On the other hand, in Case 3 that uses 
the proposed OF, the value of the EF decreases by 52.3326% 
from 0.1479 to 0.0705 p.u. Therefore, the proposed OF that 
includes the fault current can be better optimization com-
pared to that excluding the fault current.

5.3 � Validation

[25] selects hosting capacity by evaluating the performance 
index for various constraints. However, with a few excep-
tions, several constraints are considered in this paper: Power 
balance (net load = gross load—PDG); Vmin and Vmax; Qmin 
and Qmax. A detailed discussion should be made in vari-
ous models including these excluded constraints. However, 
in the case study, all IEEE model data was used without 
exception.

Kim 2021, 2019 [20, 21] prove that CFC should be 
included in the objective function. This principle is reflected 
in Figs. 5 and 10. By applying the modified IEEE 14 and 30 
bus, the results are described in Sects. 5.1 and 5.2. Using 
EF, Figs. 8, 13, Table 2, and Table 4 prove Case 1, 2, and 
3 that CFC should be included in the objective function. In 
particular, the EF of the modified IEEE 30-bus has been 
reduced by more than half.

6 � Conclusion

This paper has presented a new designed OF for the opti-
mal allocation of DG. The proposed OF includes not only 
voltage variations determined by the power-flow method, 
installation costs, and power losses but also fault current 
determined by the sequence method. In the IEEE 14- and 
30-bus feeders, the EF has been compared according to the 
inclusion of CFC. As a result, the cost of increasing the fault 

current when DG is connected cannot be ignored. In addi-
tion, the optimal allocation problem should be made in con-
sideration of the fault current and its normalized value. Since 
the EF decreases with the introduction of CFC, it can be a 
factor that searches for a better solution set. However, when 
the system is complexly connected or large, the proposed 
method should be also validated, which is our ongoing work.
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