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A B S T R A C T

The dynamics of landfast sea ice, also called fast ice for short, has a large influence on the variability of polynyas
and marine ecosystems, and the logistics for research stations near the Antarctic coast. Therefore, it is important
to accurately measure the strain of fast ice and its seasonal variations, and to identify the cause of stresses on the
ice. In this paper, we separate the strains from glacial stress and tidal stress of fast ice near the Campbell Glacier
Tongue (CGT) in Terra Nova Bay, East Antarctica. This was done using observations from a series of one-day
tandem COSMO-SkyMed Interferometric Synthetic Aperture Radar (InSAR) images obtained from December
2010 to January 2012. Firstly, we discriminated fast ice from pack ice and open water by analyzing the inter-
ferometric coherence values. We then identified the characteristics of the strains by investigating the equi-
displacement lines of fringes in weekly InSAR and double-differential InSAR (DDInSAR) images. The weekly
InSAR images predominantly showed glacial shear strain of the fast ice with fringes parallel to the sides of the
CGT. This was due to the cumulative flow of the CGT for a week, while oscillating tidal signals were relatively
small. The DDInSAR images, which cancelled glacial strain rates in two one-day InSAR images, showed a de-
formation of the fast ice by tidal sea surface tilt, with the fringes parallel to the coastline. Based on the unique
characteristics of these strains, we separated them from the one-day InSAR images by decomposing the fringe
patterns into glacial and tidal strain. Glacial shear strain rates of fast ice attached to the east of the CGT de-
creased from May to August owing to ice thickening and then stabilized until December. Those to the west of the
CGT increased from May to July. This was possibly due to bottom melting of the ice by the increased ocean
circulation during the expansion period of the nearby polynya. The glacial strain then decreased until December
because of reduced polynya activity. The fast ice near the Jang Bogo Station (JBS) only showed tidal strain as it
was isolated from the CGT by cracks and leads. Tidal strain rates of the fast ice were strongly correlated with the
magnitude of tidal variations in all these regions, which represents shows that the tidal strain represents tidal sea
surface tilt. The tidal response of fast ice to the west of the CGT and near the JBS was stronger than that to the
east of the CGT, probably owing to thinner ice thickness there.

1. Introduction

Landfast sea ice, often called fast ice for short, is a type of sea ice
that is fastened to the coastline, ice shelves, or glacier tongues (Massom
et al., 2001; Giles et al., 2008; Fraser et al., 2012; Kim et al., 2015).
Unlike pack ice or drift ice, fast ice does not move owing to currents or
winds. In the Antarctic Ocean, fast ice accounts for ~5% of total sea ice
area (Nihashi and Ohshima, 2015). In spite of its tiny stake in the
Antarctic sea ice area, fast ice significantly influences the variability in
coastal polynyas, sea ice production, and marine ecosystems (Trevena
et al., 2003; Nihashi and Ohshima, 2015). Therefore, the analysis of
spatiotemporal variations of fast ice dynamics in the Antarctic Ocean is

very important to understand environmental changes in the region.
The Terra Nova Bay (TNB) in the eastern Ross Sea is one of the

representative regions for fast ice formation in East Antarctica (Fraser
et al., 2012; Han et al., 2015; Kim et al., 2015; Nihashi and Ohshima,
2015). In this region, fast ice forms around the Campbell Glacier
Tongue (CGT), which is an ice tongue extending from the Campbell
Glacier into the ocean. Two Antarctic research stations, Jang Bogo
Station (JBS) operated by the Korea Polar Research Institute (KOPRI),
and Mario Zucchelli Station (MZS), operated by the Italian Programma
Nazionale di Ricerche in Antartide (PNRA), are located near the CGT.

Spatiotemporal variations of fast ice dynamics in this region have
been a major issue for the logistics of the research stations. Fast ice has
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been used as a runway for airplanes and as the transport path of sup-
plies for the research stations. Moreover, changes in fast ice area can
affect the variability of the Terra Nova Bay polynya, which produces
~5.9×1010m3 of sea ice every year. It also contributes to the for-
mation of the Antarctic Bottom Water in the Ross Sea (Nihashi and
Ohshima, 2015).

Fast ice dynamics can be investigated by analyzing the strain that
indicates the deformation characteristics of the ice. Fast ice can show
large deformation even though it is attached to the coastline. This is
because the strain of sea ice can be influenced by stresses from various
factors such as wind, current, Coriolis force, the sea surface tilt caused
by the tide, and the presence of adjacent sea ice or glaciers (Wadhams,
2000).

Synthetic Aperture Radar (SAR) provides high resolution images
with all-weather and day-and-night capabilities. It has been widely used
for studies of sea ice, such as classification of ice types (Zakhvatkina
et al., 2013; Moen et al., 2015; Ressel et al., 2015), measurement of sea
ice concentration (Belchansky and Douglas, 2002; Karvonen, 2012; Han
et al., 2016), and estimation of sea ice motion (Kwok et al., 2003;
Thomas et al., 2008; Komarov and Barber, 2014; Lehtiranta et al.,
2015).

Using the Interferometric SAR (InSAR) technique, the displacement

of sea ice can be measured with centimeter accuracy, which can provide
highly accurate information regarding strain (Dammert et al., 1998;
Berg et al., 2015; Han and Lee, 2017). InSAR pairs with short temporal
baselines (such as one-day) are required to avoid temporal decorrela-
tion and to measure fast ice strain under severe stress. In this case, the
InSAR signals include displacements due to the impact of all the in-
dividual factors that affect the strain of fast ice.

In the TNB, the katabatic wind is strong and contributes to the ex-
tension of sea ice in the region (Bromwich, 1989; Argentini et al.,
1995). However, the drag coefficient by the katabatic wind into fast ice
is low owing to a smooth ice surface with few ridges. The drag coeffi-
cient by current is low for fast ice because of the absence of a keel at the
ice bottom. The Coriolis force is very strong for heavy icebergs and
freely moving sea ice (i.e., drift ice or pack ice), but weak for fast ice
(Wadhams, 2000). No meaningful correlation has been found so far
between those factors and the temporal and spatial variations of the fast
ice cover in the TNB. Therefore, the ice flow of glaciers near the fast ice
(i.e., the CGT) and sea surface tilt by tide are presumably the main
contributors to the strain of fast ice in the region.

Stress from the CGT is cumulative with time owing to its continuous
ice flow, while that from the ocean tide is oscillatory. This means that
the glacial strain on fast ice can appear to be dominant in InSAR images

Fig. 1. Sentinel-1 SAR image over the Terra Nova Bay obtained on 4 June 2015. The red box represents the study area. A green polygon and yellow polygons represent the area of Terra
Nova Bay polynya and landfast sea ice under investigation. The location of Jang Bogo Station (JBS) and Mario Zucchelli Station (MZS) are presented as white dots. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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with a temporal baseline of a few days or a week, while tidal signals
would rarely be shown in the InSAR images. Meanwhile, tidal strain of
fast ice can be observed by the Double-Differential Interferometric SAR
(DDInSAR) technique, which can remove the glacial strain if the flow
velocity of the CGT is constant during the observation period (Rignot,
1996; Han and Lee, 2014; Han and Lee, 2015; Han and Lee, 2017). The
previous works by Han and Lee (2014, 2015, 2017) used a series of one-
day InSAR and DDInSAR images for CGT. They explored ice dynamics
of CGT such as tidal deflection, glacier velocity and mass balance, and
did not investigate strains over the fast ice near CGT. Combination of
one-day, weekly InSAR and DDInSAR images can be effectively used to
identify the characteristics of glacial and tidal strains of fast ice in the
Antarctica, but no similar studies have conducted so far.

Few studies have attempted to investigate the strains of fast ice
caused by glacial flow, the tidal tilt of the sea surface, and their annual
variations. In this study, we separate the glacial and tidal strain of fast
ice around the CGT from one-day InSAR images by analyzing the equi-
displacement lines of fringes in the weekly InSAR and DDInSAR images.
The one-day InSAR-derived glacial and tidal strain rates of the fast ice
are then decomposed and compared with those derived from the weekly
InSAR and DDInSAR images. Section 2 describes the study area and
presents the dataset used in this study. Section 3 describes the metho-
dology for the characterization of the glacial and tidal strain from the
weekly InSAR and DDInSAR images. Section 4 presents the results and
discussion, while Section 5 concludes this paper.

2. Study area and data

2.1. Study area

The TNB lies between the Drygalski Ice Tongue (75°24′S, 163°30′E)
and Cape Washington (74°39′S, 165°25′E) along the coast of East
Antarctica (Fig. 1). The TNB is covered with sea ice, except during the
Antarctic summer. A large coastal latent heat polynya, called the TNB
polynya, typically forms between the Drygalski Ice Tongue and MZS.
The width of TNB polynya can be extended to the Cape Washington
(Hollands and Dierking, 2016). This plays a key role in the formation of
the Antarctic Bottom Water in the Ross Sea (Nihashi and Ohshima,
2015). Fast ice forms in the eastern section of the TNB, between the
TNB polynya and Cape Washington. This area showed a maximum wind
speed of 35m s−1, and the annual variations in air temperature range
from −34 °C to 7 °C, as measured by an automatic weather system
(AWS) installed at JBS during 2010–2012. The daily variation in tide
height in the fast ice area is up to 60 cm (Han and Lee, 2014; Han and
Lee, 2015). The Sentinel-1A C-band SAR image of Fig. 1 shows the
spatial distribution of TNB polynya (green polygon) and the nearby fast
ice (yellow polygons). The polynya formed between the Drygalski Ice
Tongue and near the MSZ, and shows katabatic wind-blowing signals
on the ocean surface. The fast ice with low backscattering due to
smooth ice surface formed at the east and west of CGT. Fig. 1 clearly
shows that the TNB polynya is boarded on the fast ice formed at the
west of CGT.

A previous study by Han et al. (2015) showed that fast ice in this
region began to appear in March, two months after the air temperature
had dropped below the freezing point, and some of it survived the
summer melt. Han and Lee (2015) reported that the gravitational ice
flow of the CGT increased from the grounding line (~52 cm d−1) to the
seaward edge of the ice (~67 cm d−1). This was measured using
COSMO-SkyMed one-day InSAR pairs obtained in 2011. The direction
of the flow was also found to be constant over the whole ice tongue. Ice
flow velocity of the sides of the CGT was almost constant
(63–67 cm d−1), and its magnitude was similar to that of the sea surface
tilt by tide (~60 cm) (Han and Lee, 2014; Han and Lee, 2015).

2.2. Data

A total of 70 COSMO-SkyMed SAR images over the fast ice area
around the CGT were obtained, covering the period from December
2011 to January 2012. The COSMO-SkyMed constellation is composed
of four satellites equipped with X-band SAR with a center frequency of
9.6 GHz. Each COSMO-SkyMed satellite repeats the same ground track
every 16 days (Bianchessi and Righini, 2008). To obtain interferometric
data, all the COSMO-SkyMed satellites follow the same ground track
with the same geometric conditions. In the interferometric configura-
tion, the COSMO-SkyMed-3, -4, and -1 satellites revisit the same ground
track as the COSMO-SkyMed-2 after 1 day, 4 days and 8 days, respec-
tively (Covello et al., 2010).

All the SAR images used in this study were acquired on the same
ground track by the COSMO-SkyMed-1, -2, and -3 satellites with the
same geometric conditions. They have a 3-m resolution in strip-map
mode, VV-polarization, and an incidence angle of 40° in descending
orbit at around 3:45 UTC. These satellites can make InSAR pairs with
temporal baselines of 1 day, 7 days, and 8 days.

The Ross_Inv tide model (Padman et al., 2003a) was used to predict
the tide height in the TNB. The load tide effect was corrected using the
TOPEX/Poseidon Global Inverse Solution (TPXO) Version 6.2
(TPXO6.2) Load Tide model (Egbert and Erofeeva, 2002). The inverse
barometer effect (IBE) of the predicted tide height, that is, the rise in
tide height of about 1 cm for every 1mbar drop in atmospheric pressure
(Padman et al., 2003b), was corrected using the in situ atmospheric
pressure data measured by an AWS installed at the JBS.

The IBE-corrected Ross_Inv model can be used as the optimum tide
model over the TNB (Han et al., 2013) because it has a very small root
mean square deviation of 4.1 cm between the tide height predicted by
the model and that measured by a tide gauge in the TNB. This is smaller
than those produced by other tide models such as the Circum-Antarctic
Tidal Simulation, Inverse Model Version 2008a (CATS2008a) (Padman
et al., 2002; Padman et al., 2008), the Finite Element Solution Tide
Model 2004 (FES2004) (Lyard et al., 2006), and TPXO7.1 (Egbert and
Erofeeva, 2002).

3. Methods

A flowchart of the data processing and analysis is shown in Fig. 2.
First, 20 one-day and 57 weekly (18 seven-day and 39 eight-day, re-
spectively) interferograms were generated using the 70 COSMO-
SkyMed SAR images. We used the Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER)-derived Global Digital
Elevation Model (GDEM) with a grid spacing of 30m and a vertical
accuracy of 20m (Fujisada et al., 2005), to remove topographic fringes
over terrain, while no elevation data were provided for sea ice.

Fig. 2. Flowchart of data processing.
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However, topographic fringes over fast ice are negligible because the
perpendicular baselines of the interferograms are very short, ranging
from 3m to 504m (Fig. 3), and the ice surface is almost flat. The fol-
lowing sections describe how we defined fast ice relative to open water,
pack ice, or new ice. Once this had been done, we then identified the
characteristics of the glacial strain by using 57 weekly InSAR images.
The tidal strain was determined using 190 DDInSAR images over the
fast ice. Upon identifying the fringe patterns of glacial and tidal strain,
we decomposed each signal in the 20 one-day InSAR images to be
compared with the results obtained from the weekly InSAR and
DDInSAR images.

3.1. Definition of fast ice areas using InSAR coherence images

Prior to the strain analysis, fast ice has to be discriminated from
open water, pack ice, and new ice (Han et al., 2015). Fig. 4a shows an
example of the COSMO-SkyMed SAR image obtained on 3 June 2011,
which is the inset image in Fig. 1. Pack ice contains cracks and leads,
and it can be traceable by multi-temporal SAR intensity images. How-
ever, it is very difficult to define fast ice areas from SAR intensity
images alone. This is because fast ice typically has a smooth surface and
shows low backscattering in the SAR intensity images similar to pack
ice, which also has a smooth surface. It also resembles calm open water.

Fast ice is stuck along the shoreline, but pack ice moves almost
constantly, driven by currents and the wind. Therefore, the InSAR co-
herence of fast ice should be much higher than that of pack ice or open
water. Fig. 4b shows an example of the coherence images generated
from the one-day InSAR pair obtained on 3 and 4 June 2011, respec-
tively. Sea ice around the CGT shows coherence values higher than 0.5,
which can be defined as fast ice. The fast ice areas are clearly distin-
guishable from pack ice or open water, which have coherence values of
less than 0.2. Even with the much longer temporal baseline of eight
days, fast ice shows coherence values higher than 0.5 as shown in
Fig. 4c.

By analyzing the interferometric coherence values, the fast ice in the
study area can be divided into three regions: one is connected to the
east side of the CGT (Region A, as indicated in Fig. 4b), another is
connected to the west side of the CGT (Region B), and the other is near
the shoreline in front of the JBS (Region C), detached from the CGT by
cracks, leads, and the shoreline. The annual variations in area for fast
ice, pack ice, and open water in Region B and C in 2011 were reported
by Han et al. (2015) (Fig. 5). It should be noted that an increasing
amount of pack ice and open sea during the early winter season from
May to July 2011 was due to the expansion of the nearby polynya,
which affects ocean circulation and ice bottom melting.

3.2. Characterization of glacial and tidal strain by the weekly InSAR and
DDInSAR

Some examples of one-day InSAR images with various tidal differ-
ences predicted by the IBE-corrected Ross_Inv (T ̇) are shown in Fig. 6.
The fast ice Regions A and B show different patterns in the equi-dis-
placement lines of fringes according to the magnitude of T ̇, the tidal
height difference in 24 h. This is especially the case in Region A, where
fringe lines are almost parallel to the east margin of the CGT when the
tidal difference is small (0.8 cm), as shown in Fig. 6a. Their direction
deviates from the margin of the CGT as the absolute value of the tidal
difference increases: by 8.7 cm in Fig. 6b, 14.8 cm in Fig. 6c, and
28.2 cm in Fig. 6d. Meanwhile, the equi-displacement lines of fringes in
Region B are almost parallel to the west margin of the CGT when the
tidal difference is low, and their direction deviates from the margin of
the CGT and becomes parallel to those of Region C as the magnitude of
the tidal difference increases. The fringes over fast ice Region C, which
is not affected by glacial stress, follow the coastline in all one-day InSAR
images, and the fringe rate would be proportional to the magnitude of
T ̇. This is because T ̇ is a good approximation of the time derivative of
tide at a specific location (Han and Lee, 2015). As the tide is a spatio-
temporal phenomenon that propagates both in space and time through
the tide current, the time derivative of a tide is proportional to the
spatial gradient of the tide (i.e., the ocean surface tilt), which generates
tidal fringes on fast ice.

It is suggested that the fringes of glacial strain should be parallel to
the glacial margin, while those of tidal strain would, instead, follow the
coastlines. Therefore, fast ice in Regions A and B, which are attached to
the CGT, experience glacial stress as well as tidal stress, while that in
Region C is affected only by the tide. However, it is difficult to analyze
the glacial and tidal strains of the fast ice regions A and B from the one-
day InSAR images, as both signals have similar magnitude (~67 cm d−1

for glacial flow and ~60 cm of tidal height) and are mixed in the
images. Therefore, it is necessary to identify and separate the glacial
and tidal strains in one-day InSAR by using the weekly InSAR and
DDInSAR images, as outlined below.

The strain from the tide is oscillatory, while that from the flow of
the CGT is cumulative with time. Therefore, glacial strain will be pre-
dominantly observed in the weekly InSAR images, while the tidal strain
remains more or less the same. It is also expected that the DDInSAR
operation can eliminate the glacial strain, while leaving the tidal strain.
This can be done by assuming that the glacial stress is almost constant
(Han and Lee, 2015) over the observation period owing to steady ice
flow.

To characterize the glacial and tidal strain on the fast ice, we in-
vestigated the patterns of equi-displacement lines of fringes in the
weekly InSAR and DDInSAR images. A total of 190 DDInSAR images
were generated from the 20 one-day InSAR images, in which

Fig. 3. Perpendicular baselines of the COSMO-SkyMed one-day and weekly InSAR pairs used in this study.
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topographic fringes over grounded ice sheets and ice shelves were re-
moved using the ASTER GDEM. The weekly InSAR images were not
used for the generation of DDInSAR images, this was because there was
extreme temporal decorrelation of the fast-flowing grounded ice stream
and thus it was not feasible to conduct quality control checks.

3.3. Decomposition of glacial and tidal strains from the one-day InSAR

After characterizing the fringe patterns and directions due to glacial
and tidal strain, we decomposed and separated them from the one-day
InSAR fringes, assuming that the two strain components are orthogonal
to each other. In the one-day InSAR fringes, the glacial strain rate is
measured along the contact line with the CGT, while the tidal strain
rate is measured parallel to the coastline.

On the horizontal plane, with the x- and y-axis parallel to the
coastline, and the side of the CGT, respectively (Fig. 7), the glacial and
tidal strain rates (εġlac and εṫide) of fast ice Regions A and B can be de-
composed from the one-day InSAR signals as

Fig. 4. (a) An example of the COSMO-SkyMed SAR image obtained on 3 June 2011. (b) Enlarged image corresponding to the red dotted box in (a). Examples of the COSMO-SkyMed (c)
one-day and (d) eight-day interferometric coherence images, respectively. A white line in each image represents the coastline which was created by digitizing the coast observed in the
SAR image. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. The annual variation in the extent of fast ice, pack ice, the sum of the fast ice and
pack ice (i.e., total sea ice extent), open sea, and polynya in Regions B and C in 2011
(Fig. 4 of Han et al., 2015).
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where L is the distance between fringes orthogonal to the equi-dis-
placement line, ΔDLOS is the displacement difference in the radar line-
of-sight (LOS) direction along the L, ϕ is the angle of the propagation
direction of the fringes measured clockwise from the x-axis, and θ is the
radar incidence angle. The εṫide in Eq. (2) is estimated in the vertical
direction to represent the vertical tidal flexure of the ice. In Region C,
εġlac was not considered because the ice was isolated from the CGT by
cracks and leads.

εġlac and εṫide extracted from the one-day InSAR images were com-
pared with those derived from the weekly InSAR and DDInSAR images.
This provided information on the reliability of the decomposition
scheme from the one-day InSAR images, as well as utilizing all data
from the one-day InSAR, weekly InSAR, and DDInSAR images.

4. Results and discussion

4.1. Glacial strain in the weekly InSAR images

Fig. 8 shows some examples of weekly InSAR images with various
tidal conditions (T ̇) predicted by the IBE-corrected Ross_Inv model.
Although the values of T ̇ are different, the equi-displacement lines of
fringes over fast ice Regions A and B are almost parallel to the contact
line with the CGT in all the weekly InSAR images. This confirms that the
dominant fringes in the weekly InSAR images are caused by the cu-
mulative stress from a steady flow of the CGT over the week (~469 cm/
week; Han and Lee, 2015), while the oscillating tidal strain remains the
same (~60 cm).

Fringes in the fast ice in Regions A and B indicate that the magni-
tude of displacement of the ice linearly changes as distance from the
CGT increases. Based on the fact that the fast ice is attached to the
coastline and to the contact sides of the CGT, and that the flow direction
of the CGT is parallel to the contact line between the fast ice and the
CGT, stress from the flow of the CGT acts as a shearing force on the fast
ice. Thus, the fast ice in Regions A and B experiences shear displace-
ment by glacial shear forcing, the magnitude of which decreases as

Fig. 6. Examples of COSMO-SkyMed one-day InSAR images with various tidal conditions. T ̇ represents tidal variations during the InSAR observation. LOS in (a) means the radar line-of-
sight.
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distance from the CGT increases. The weekly InSAR images show that
the fringes of Region C follow the shoreline owing to the tide, while
stress from the CGT does not reach this region.

4.2. Tidal strain in the DDInSAR images

Fast ice bends owing to sea surface tilt from the tide, and the
magnitude of the tidal displacement will increase from the hinge line
(i.e., the coastline) to the seaward edge of the ice (Vaughan, 1995). The
fast ice in Regions A and B is in contact with the CGT; however, the CGT
does not play the role of a grounding line. This is because the tide
deflection ratio, defined as the ratio of the vertical tidal deflection over
tide height, of the side of the CGT is almost 1 (Han and Lee, 2014). It
also experiences tidal flexure with the same magnitude as the tidal
height. The fast ice in Region B is attached to the seaward edge of the
fast ice in Region C, and the shoreline in front of the MZS as well. The
width of the shoreline near the MZS, which is in contact with Region B,
is very narrow. This means that it would not function properly as a
hinge line. As a whole, we expect that the tidal fringes of fast ice in
Regions A and B also follow the coastline regardless of the presence of
the CGT.

To verify the tidal displacement of the fast ice regions, we in-
vestigated the DDInSAR images. Some examples of the DDInSAR images
with various double-differential tide heights (∆T ̇) are shown in Fig. 9.
These were predicted by the IBE-corrected Ross_Inv model. The equi-
displacement lines for the fringes over the fast ice in Region C follow
the shoreline because the ice only experiences the tidal stress. In the fast
ice in Regions A and B, the fringes follow the shoreline, especially in the
case of large tidal variations, and are not affected by the CGT (Fig. 9a
and b).

In the case of low tidal variations (Fig. 9c and d), however, the
fringes follow both the shoreline and the edge of the CGT. This is be-
cause the glacial strain on the fast ice would vary slightly with time,
probably because of the temporal changes in the physical properties of
the fast ice such as ice thickness and elastic modulus (Hibler III, 1979;
Hunke and Dukowicz, 1997; König Beatty and Holland, 2010). Seasonal
variations in the glacial strain rate in those regions, together with the
more detailed analysis of their tidal responses, will be discussed in the
following three sections.

4.3. Region A: fast ice attached to the east of the CGT

The black points in Fig. 10a show the temporal variation of the
glacial shear strain rate (εġlac) of the fast ice attached to the east of the
CGT (Region A), decomposed from the one-day InSAR images by Eq.
(1). The solid line is a regression curve of this data. The εġlac estimated
from the weekly InSAR images and its temporal variation are shown as
white points and the dotted curve in Fig. 10a. In each fast ice region,
the glacial shear and tidal strain rates were calculated once along L at
an area where the fringes are well observed from the one-day, weekly
and DDInSAR images. It can represent the region because the L was
spatially constant. The weekly InSAR-derived εġlac are very consistent
with the one-day InSAR-derived data from throughout the year. This
comparison verifies that the proposed decomposition of glacial strain
from the one-day InSAR images is reliable. This decomposition method
would be especially useful to investigate the glacial strain of the fast ice,
when temporal decorrelation of the ice is too severe to generate long-
term InSAR data.

The strain rate decreased from May (3.49×10−5 d−1) to late
August (1.90×10−5 d−1), and then stabilized until the end of
December (1.85×10−5 d−1). This shows that the shear deformation of
the fast ice in this region decreased from the time of freeze onset to late
August. This is likely due to increased resistivity from ice thickening.
The ice maintained its thickness and strength until December. It is
worth noting that seasonal variations in ice thickness information of
fast ice can be inferred by observing the change of the glacial strain
rates from a series of InSAR observations where in situ data collection is
extremely limited.

The tidal strain rate (εṫide) of the fast ice in Region A was computed
from the one-day InSAR images using Eq. (2). It was compared with T ̇
during the InSAR observations predicted by the IBE-corrected Ross_Inv
tide model (black points in Fig. 10b). The linear regression between the
one-day InSAR-derived εṫide and T ̇ shows a very high R2 value of 0.939,
with a slope of 4.870×10−7 (black regression line in Fig. 10b). The
high R2 value shows that the εṫide of the fast ice is hardly influenced by
the seasonal changes in the physical properties of the ice, unlike the
εġlac.

The tidal strain rate (εṫide) was estimated from the DDInSAR images
and compared with ∆T ̇ during the observations predicted by the IBE-
corrected Ross_Inv model. These results are shown as white points in
Fig. 10b. In total, 15 DDInSAR images were generated out of the one-
day InSAR pairs obtained from late August to November, when glacial
strain is stabilized so that the glacial strain would be cancelled out
during the double-differencing operation (Rignot, 1996; Han and Lee,
2014; Han and Lee, 2015). The slope of the linear regression between
the DDInSAR-derived εṫide and ∆T ̇ (the dotted regression line in
Fig. 10b) is 4.38×10−7. This is slightly different from that estimated
by the decomposed tidal strain from the one-day InSAR images
(4.87×10−7). The R2 value of the linear regression between the
DDInSAR-derived εṫide and ∆T ̇ is 0.705, which is lower than that be-
tween the one-day InSAR-derived εṫide and T ̇ (0.939). This is partially
because the DDInSAR signals still contained some residuals of εġlac
during the observations, as shown in Fig. 10a. The very high R2 value of
the linear regression between the one-day InSAR-derived εṫide and tide
variations prove that the decomposition method is very reliable in this
region.

4.4. Region B: fast ice attached to the west of the CGT

The glacial strain rate (εġlac) of the fast ice connected to the west of
the CGT (Region B) was also decomposed from the one-day InSAR
images, as shown by the black points and solid regression curve in
Fig. 11a. The temporal variation of εġlac derived from the weekly InSAR
images (the white points and dotted line in Fig. 11a) also shows that the
fast ice in Region B experienced increasing shear deformation until
early September. Thereafter, it decreased, showing very small

Fig. 7. A schematic for the decomposition of glacial and tidal strains from one-day InSAR
signals.
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deviations from those derived by the one-day InSAR images. This also
confirms that εġlac of the fast ice decomposed from the one-day InSAR
images is also reasonable in Region B.

The temporal variation of εġlac for the fast ice in Region B has quite a
different seasonal trend from that in Region A. The rate started with a
similar value (3.35× 10−5 d−1) to Region A in May. As the winter
deepened, εġlac sharply increased until July, and reached a local max-
imum in September (5.66×10−5 d−1). It then decreased until
December (3.78×10−5 d−1). In terms of ice thickness, this trend can
be interpreted as a rapid ice thinning from May to July, stabilization
from July to September, and ice thickening thereafter. One possible
explanation for this anomaly is that the fast ice in Region B shares a
boundary with a large polynya in the TNB (Ciappa and Pietranera,
2013; Hollands and Dierking, 2016). An increased ocean circulation
near the fast ice edge in the polynya expansion period would have
caused bottom melting, and thus ice thinning, of the fast ice in the early
winter (Langhorne et al., 2001; Massom and Stammerjohn, 2010;
Rusciano et al., 2013). As the winter deepened, the effect of the polynya
on the fast ice would have decreased because pack ice formed at the
seaward edge of the fast ice. This explanation coincides with Fig. 5
showing that a polynya began to appear in April, expanded to its

maximum of 20 km2 in May, and disappeared completely in June in the
study area. The continuous decrease of the glacial strain during De-
cember–January period is not clear due to the lack of data point but
might be cause by the on-going thickening of fast ice owing to the re-
duced polynya activity and still low temperature. Another possible
explanation to it could be that the shearing of fast ice due to glacial
stresses was prevented by the surrounding pack ice. However, the re-
lationship between polynya, pack ice and glacial strain in the ice-
melting season needs further investigation.

The tidal strain rate (εṫide) of this region was decomposed from the
one-day InSAR images using Eq. (2). Fig. 11b shows a linear regression
between εṫide and T ̇ during the InSAR observations predicted by the IBE-
corrected Ross_Inv model (the black points and solid regression line in
Fig. 11b). The values of εṫide is highly correlated with the tidal varia-
tions, showing an R2 value of 0.80. This represents the fact that εṫide of
the fast ice in Region B was hardly affected by the seasonal changes in
the physical properties of the ice, which fits the pattern seen for the fast
ice in Region A.

The slope of the linear regression was estimated to be 1.27×10−6,
which is about 2.6 times greater than that from the fast ice in Region A
(0.49×10−6). The greater tidal response of Region B compared with

Fig. 8. Examples of COSMO-SkyMed weekly InSAR images with various tidal conditions. T ̇ represents tidal variations during the InSAR observation.
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Fig. 9. Examples of COSMO-SkyMed DDInSAR images with various tidal conditions. TΔ ̇ represents the tidal variation during the DDInSAR observation.

Fig. 10. (a) Glacial shear strain of the fast ice connected to the east of the CGT (fast ice Region A). The one-day InSAR-derived glacial strain and its temporal variation pattern are
represented as black points and the solid line, respectively. The weekly InSAR-derived data are represented as white points and with a dotted line, respectively. (b) Linear regression
between tidal strain of the fast ice connected to the east of the CGT, and tidal variation predicted by the IBE-corrected Ross_Inv model. The black points and solid regression line
correspond to the one-day InSAR-derived tidal strain, while the white points and dotted regression line correspond to the DDInSAR-derived ones.
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Region A could be caused by thinner ice in Region B due to the nearby
polynya. A stronger local tidal current (or ocean surface tilt) in Region
B is also suspected as it is surrounded by the TNB and CGT. More de-
tailed observations of the ice thickness and local tide currents are ne-
cessary to clarify this issue.

A total of 10 DDInSAR images were generated from the one-day
InSAR pairs obtained during August to October, when the temporal
variation of glacial strain rate is at its minimum (less than
9× 10−7 d−1) throughout the observation period. A linear regression
between the DDInSAR-derived εṫide and ∆T ̇ during the observations
predicted by the IBE-corrected Ross_Inv model is shown as white points
with a dotted regression line in Fig. 11b. The slope and R2 of the linear
regression were estimated to be 9.788× 10−7 and 0.709, respectively.
These values are lower than those of the one-day InSAR-derived εṫide and
T ̇, possibly due to the remaining glacial strain rates during the DDInSAR
operation.

4.5. Region C: fast ice attached to the coast and isolated from the CGT

The equi-displacement lines of fringes in the one-day and weekly
InSAR and DDInSAR images show that the fast ice attached to the
shoreline in front of the JBS (Region C) is mainly affected by sea surface
tilt due to tide current. Fig. 12 shows the linear regressions between the
one-day InSAR, weekly InSAR, and DDInSAR-derived εṫide, along with
tidal variations during each observation as predicted by the IBE-cor-
rected Ross_Inv model. All regressions show a similar slope
(1.39×10−6, 1.35×10−6, and 1.4× 10−6 from the one-day, weekly,
and DDInSAR, respectively) with high R2 values (0.91, 0.87, and 0.92

from the one-day, weekly, and DDInSAR, respectively). This confirms
that the strain of the fast ice in Region C is only affected by tidal stress,
and εṫide in the region is hardly affected by the seasonal changes in
physical properties of the ice. The values of the slope of the regressions
between εṫide and the tidal variations for the fast ice, which represent the
strain of the ice responding to the sea surface tilt, are similar to those
for the ice connected to the west of the CGT (Region B). This result
sounds plausible as they are located close to each other.

5. Conclusion

The glacial shear strain and tidal strain of fast ice in the TNB, East
Antarctica, were separated from a series of COSMO-SkyMed one-day
InSAR pairs by identifying the characteristics of the strains from weekly
InSAR and DDInSAR images. Their seasonal variations were in-
vestigated. Areas of fast ice were discriminated from areas of pack ice
and open water by analyzing interferometric coherence values, which
showed annual variations of fast ice and the seasonal growth of the
nearby polynya. The weekly InSAR images predominantly showed
glacial shear strain of the fast ice with the fringes parallel to the sides of
the CGT. Conversely, the DDInSAR images showed tidal deformation of
the ice, with the fringes parallel to the coastline. The strains were se-
parated from the one-day InSAR images by decomposing the fringe
patterns based on their unique characteristics, which were consistent
with those estimated from the weekly InSAR and DDInSAR images.

Fast ice attached to the east of the CGT (Region A) showed glacial
shear strain due to the constant flow of the CGT. The magnitude of this
strain decreased during the ice thickening period from May to August

Fig. 11. (a) Glacial shear strain of the fast ice connected to the west of the CGT (fast ice Region B). The one-day InSAR-derived glacial strain and its temporal variation pattern are
represented by the black points and a solid line, respectively, while the weekly-InSAR-derived ones are represented by the white points and a dotted line, respectively. (b) Linear
regression between the tidal strain of the fast ice connected to the west of the CGT and tide variation predicted by the IBE-corrected Ross_Inv model. The black points and the solid
regression line correspond to the one-day InSAR-derived tidal strain, while the white points and the dotted regression line correspond to the DDInSAR-derived ones.

Fig. 12. Linear regressions between tide variation predicted by the IBE-corrected Ross_Inv model and (a) one-day InSAR, (b) weekly InSAR, and (c) DDInSAR-derived tidal strain of the
fast ice near of Jang Bogo Station, isolated from the CGT (fast ice in Region C).
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and then stabilized until December. The fast ice to the west of the CGT
(Region B) showed glacial strain increasing from May to July, possibly
due to the thinning of the ice by bottom melting, caused by the in-
creased ocean circulation during the nearby polynya extension period.
It then decreased until December owing to the decreased influence of
the polynya. The fast ice near the Jang Bogo Station (Region C), isolated
from the CGT by cracks and leads, only showed tidal strain. Tidal strain
of the fast ice was strongly correlated with the magnitude of tide var-
iations in all regions. The stronger tidal response in Regions B and C
suggested that ice is thinner there than in Region A.

The above results show that weekly InSAR (or InSAR with a tem-
poral baseline longer than one day) can successfully highlight steadily
accumulating glacial strain over oscillatory tidal stain. DDInSAR is
useful to extract tidal strain by removing steady glacial strain. It is also
suggested that the glacial and tidal strains decomposed from the one-
day InSAR images are valid, and that the decomposition method de-
veloped in this research is a useful technique. This is especially true
when InSAR with a longer temporal baseline, or DDInSAR operations
are not a feasible option owing to severe temporal decorrelation or a
limited dataset.
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