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Abstract Climate models using different dynamical cores can simulate significantly different winter Arctic
climates even if equipped with virtually the same physics schemes. Current climate simulated by the global
climate model using cubed-sphere grid with spectral element method (SE core) exhibited significantly
warmer Arctic surface air temperature compared to that using latitude-longitude grid with finite volume
method core. Compared to the finite volumemethod core, SE core simulated additional adiabatic warming in
the Arctic lower atmosphere, and this was consistent with the eddy-forced secondary circulation. Downward
longwave radiation further enhanced Arctic near-surface warming with a higher surface air temperature of
about 1.9 K. Furthermore, in the atmospheric response to the reduced sea ice conditions with the same physical
settings, only the SE core showed a robust cooling response over North America. We emphasize that special
attention is needed in selecting the dynamical core of climatemodels in the simulation of the Arctic climate and
associated teleconnection patterns.

1. Introduction

Recent observations have shown that trends of declining Arctic sea ice and warming temperatures in the
Arctic winter are intensifying especially in the current century (Stroeve et al., 2012; Walsh et al., 2017). On
the other hand, in themidlatitude continental region of the Northern Hemisphere, wheremuch of the world’s
population resides, there have been extreme winter cold events and a tendency of cooling down during this
period (Van Oldenborgh et al., 2015; Wallace et al., 2014). The association of cooling trends in the continental
Northern Hemisphere and the decline of Arctic sea ice and the warming of the Arctic region have recently
emerged in a spatial pattern known as Warm Arctic, Cold Continents (Overland et al., 2011). These
simultaneous climatic changes in the Arctic and midlatitudes are raising the need for accurate climate
modeling and forecasting for the Arctic region.

However, it has also been reported that global climate modeling has uncertainties, including a mean bias
with respect to observations and large diversity across models in the Arctic region (Intergovernmental
Panel on Climate Change, 2014; Randall et al., 1998; Walsh et al., 2002). For example, a cold winter bias over
the Arctic has been found in climate simulations such as the Coupled Model Intercomparison Project phase 3
(CMIP3) and phase 5 (CMIP5) (Intergovernmental Panel on Climate Change, 2014). Recent substantial declines
in sea ice over the Arctic could not be captured by climate models (Rampal et al., 2011; Stroeve et al., 2012).
The diversity of cloud cover among climate models has also been considerable in the Arctic in the CMIP3 and
CMIP5 models (Karlsson & Svensson, 2011, 2013; Vavrus et al., 2009).

The modeling results for Warm Arctic, Cold Continents are also very diverse, making the causal relationship
between the warm Arctic and cold continents controversial (Deser et al., 2016; Overland et al., 2016;
Sun et al., 2016). Some studies suggest that declining sea ice in the Arctic region results in cooling of the
midlatitude continental region, but other results suggest that Arctic sea ice loss does not induce cooling in
the northern midlatitudes. For example, simulation results from Kim et al. (2014) suggested that reduced
sea ice over the Kara-Barents Seas induced Eurasian cooling by weakening the polar vortex. Kug et al.
(2015) found relationships between cold winters over North America/East Asia and sea ice reductions over
the East Siberian/Barents-Kara Seas in CMIP5 multimodel simulations. However, in the multimodel ensemble
experiments conducted by Sun et al. (2016), decreasing sea ice could not produce a cooling effect in the
continental regions. Thus, the diversity of climate simulation results over the Arctic produces uncertainty
regarding the relationship between Arctic and midlatitude teleconnection.

It has been suggested that these uncertainties in Arctic climate modeling are mainly linked to observational
difficulties and consequent poor understanding of the relevant physical processes (Arctic Climate Impact
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Assessment, 2005; Hodson et al., 2013). A large internal variability within atmospheric circulation systems over
the Arctic also contributes to this relationship betweenobservation andunderstanding. Accordingly, improve-
ments in Arctic modeling have mainly been carried out by improving the presenting physical processes and
reducing the diversity of modeling results (Hines et al., 2015; Vavrus & Waliser, 2008; Yao et al., 2016).

However, in addition to physical processes, the dynamical cores used in atmospheric models could play a key
role in the uncertainty afflicting Arctic climate research. The dynamical core, which is responsible for solving
numerically the equations of fluid motion governing atmospheric dynamics on the underlying grid system,
includes numerous factors that can confound the Arctic climate simulation such as the choice of model grid,
vertical coordinate, representation of topography, and numerical method (Ullrich et al., 2017). For example,
the latitude-longitude grid system adopted by conventional atmospheric models has unique numerical
modeling characteristics associated with polar regions such as pole singularity and smaller grid spaces in
zonal directions at high latitude. These characteristics require models to adopt additional computational
methods such as polar filter in order to stabilize their systems (Neale et al., 2012; Williamson, 2007). The fact
that most atmospheric models participating in CMIP5 use the latitude-longitude grid system implies that
most simulation results may be influenced by these effects.

Recent improvements in, and accumulation of, satellite and in situ observations in the Arctic have contributed
to a better understanding of physical processes over the Arctic region (English et al., 2014, 2015; Hunke et al.,
2010; Kay et al., 2016). Due to increasing computing resources, research has also been 0conducted on the
strong internal variability in the Arctic region using the proper number of ensembles in the simulation of
Arctic and adjacent regions (Mori et al., 2014). Although uncertainty in the physical processes is declining,
the effects of dynamical cores on Arctic climate modeling have been examined less thoroughly. In particular,
previous studies simply addressed possible problems of pole singularity in using a latitude-longitude grid
system over the polar region (Dubos, 2009; Purser, 1988; Williamson, 2007), but the quantitative comparison
of the quality of the Arctic climate simulation with other dynamic cores has not been addressed yet.

The recent development of dynamical cores using unstructured grid systems, such as cubed-sphere (Choi &
Hong, 2016; Dennis et al., 2012), icosahedral grid (Zängl et al., 2015), and centroidal Voronoi mesh (Park et al.,
2014), raise the necessity of evaluating the impact of existing dynamical cores on the Arctic region in global
simulations. A comparison of global climate simulations between unstructured and latitude-longitude grids
gives us opportunity to investigate their potential impacts on Arctic climate simulations.

This study deals with the issues raised above by comparing the Arctic climates simulated by two dynamical
cores. Section 2 describes the experimental design and data, section 3 presents simulated results for the
present climate and responses to sea ice reduction, and section 4 summarizes the result and discusses the
possible cause and effects of dynamical cores on Arctic simulations.

2. Model and Data

We adopted two dynamical cores of the Community Atmosphere Model version 5 (CAM5) (Neale et al., 2012).
The first was the latitude-longitude grid-based finite volume (FV) core which has been used in various climate
experiments such as CMIP5 (Kay et al., 2015). The second was the cubed-sphere grid-based spectral element
(SE) core which has mainly been used in CAM5. The SE core improves computational scalability with cubed-
sphere grid geometries that are free from pole singularity (Dennis et al., 2012).

We carried out two sets of full-physics experiments using the FV and SE cores. First, we conducted simulations
using both cores to examine the differences between present climate systems. We used sea surface tempera-
ture (SST) and sea ice conditions averaged for the period 1982–2001 (Hurrell et al., 2008), provided by the
Community Earth System Model repository, as a present climate boundary condition. The physical processes
in both dynamical core experiments were set to the same CAM4 physics including coefficients from the FV
core’s default setting. Topography was set to match the SE core.

Second, we conducted sensitivity experiments to investigate different responses to reduced sea ice by both
cores. This experiment set adopts sea ice coverage north of 60°N asmonthly values averaged for the period of
2001–2010, an approach used in other recent sea ice reduction simulations (Jun et al., 2016, 2014). The SST
over the sea ice changed region was adjusted by statistical relationships (Jun et al., 2014). The experiments
were performed for 100 years, analyzing the boreal winter (December-January-February) of the entire period.
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Figure 1. Zonally averaged climate parameters during Northern Hemisphere winter (December-January-February) produced by two full-physics climate simulations,
a finite volume dynamical core (contours), and the changes produced by using a spectral element dynamical core (shading): (a) temperature, (b) transient eddy
momentum flux, (c) transient eddy heat flux, (d) vertical velocity, (e) specific humidity, and (f) cloud.
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Horizontal resolutions for all experiments were set to about 2° at the equator for each core. The FV core uses a
latitude-longitude grid system consisting of 91 latitudinal and 144 longitudinal grid points (e.g., named as
fv19), while the SE core uses a cubed-sphere grid system which has six faces with 16 × 16 elements on one
face and four collocation points (third-degree polynomials) on one element edge (e.g., named as ne16np4).

For comparison with modeling results, we used three reanalysis data sets: the European Centre for Medium-
Range Weather Forecasts Interim Re-Analysis (Dee et al., 2011), the National Centers for Environmental
Prediction Climate Forecast System Reanalysis (Saha et al., 2010), and the National Aeronautics and Space
Administration Modern-Era Retrospective Analysis for Research and Application (Rienecker et al., 2011), all
of which have small errors when compared to observations in the Arctic region (Lindsay et al., 2014). We also
used 23 modeling results from the historical Atmospheric Modeling Intercomparison Project (AMIP) experi-
ment from CMIP5, as discussed in section 3.

3. Result

The present climate experiments using the SE and FV dynamical cores showed different zonal mean tempera-
ture distributions despite using the same physical settings (Figure 1a). Compared to the FV core, the SE core
simulated a colder troposphere over the subtropics and a warmer near surface over the Arctic region.
Especially, warmer temperatures of more than 3 K is observed at the lower troposphere below 850 hPa north
of 60°N in the SE core simulation.

Figure 2. Mean simulated differences in Northern Hemisphere winter (December-January-February) between the finite volume (FV) and spectral element (SE) dyna-
mical cores of (a) surface air temperature (SAT), (b) turbulent flux at the surface, and (c) downward longwave flux at the surface. Stippled regions
indicate where the difference is significant at a 99% confidence level based on a t test. Winter mean SAT differences between the mean of three analyses
(European Centre for Medium-Range Weather Forecasts Interim Re-Analysis, Modern-Era Retrospective Analysis for Research and Application, and National Centers for
Environmental Prediction Climate Forecast System) for 1982–2001 and (d) the FV simulation and (e) a multimodel ensemble mean of 23 modeling results from the
Coupled Model Intercomparison Project phase (CMIP5) historical Atmospheric Modeling Intercomparison Project (AMIP) simulation.
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To consider the physical processes resulting in the zonal mean tempera-
ture differences depicted in Figure 1a, we explored the possible contribu-
tions of differences in transient eddy momentum and heat fluxes and
zonal mean vertical velocity between the two simulations. Figure 1b shows
the difference in transient eddy momentum flux, in which the weakest
momentum flux is centered at 45°N near 250 hPa in the SE simulation.
This means that the weaker momentum flux induces a decrease in the

momentum flux convergence (� ∂u0v 0

∂y
) in this area and a weakening in

the equatorward mean meridional circulation in the upper troposphere.
The SE simulation also produced stronger transient eddy heat flux in the
lower troposphere south of 50°N and weaker transient eddy heat flux
north of 60°N (Figure 1c) compared to the FV simulation, meaning that
the SE simulation tended to shift the maxima of transient eddy heat flux
equatorward.

Compared to the FV simulation, the altered eddy momentum and heat
fluxes of the SE simulation contributed to changes in mean circulation,
producing rising motion at about 40°N and sinking motion north of 60°N
in the troposphere by indirectly forced circulation (Figure 1d). The
decrease in eddy moment flux from 30°N to 45°N induced strong rising
motion in the troposphere in the midlatitudes. The distribution of eddy
heat flux at a positive maximum near 30°N also contributed to this indirect
rising motion over the midlatitudes between 30°N and 45°N.

As a result, the SE core produced an enhanced sinkingmotion in the tropo-
sphere north of 60°N that enforced a warmer lower troposphere through
adiabatic warming (Figure 1a). This lower tropospheric Arctic warming
was also influenced by the increase in poleward eddy heat transport over
the midlatitudes (Figure 1c). This increase implies that more moisture and
clouds might also be transported into the Arctic near-surface region
(Figures 1e and 1f). In contrast, the sinking motion south of 30°N might
prevent moisture convection, leading to a drier and colder troposphere
in this region (Figures 1d and 1e). Thus, the Arctic lower troposphere
becomes warmer in the SE simulation compared to the FV, although the
same SST and sea ice conditions were used.

Compared to the FV results, the surface air temperature (SAT) simulated by the SE core is about 2 K warmer
across the Arctic and up to 5 K warmer northeast of the Canadian mainland (Figure 2a). However, the turbu-
lent heat flux over Arctic regions where sea ice cover exists shows negligible differences between the two
cores (Figure 2b). This demonstrates that lower tropospheric warming over the Arctic might be mainly
attributed to the sinking motion described above, influenced by northward heat and moisture transport to
the Arctic. The distribution of differences in downward longwave radiation between the two cores also sug-
gests that a warm and moist lower troposphere could promote substantial near-surface warming (Figure 2c).

Focusing on the differences in distinctive winter Arctic SAT response, we compared the SAT of the two core
simulations with the mean SAT of three reanalysis data sets averaged from 1982–2001; the cold tendency
of SAT in the FV core is apparent (Figure 2d). The winter mean SAT north of 65°N is 247.56 K for FV, 249.44 K
for SE, and 250.11 K for the average of the three reanalyses. Although both the SE and FV cores simulated
colder Arctic SAT compared to the reanalyses, the largest cold difference was produced by the FV core simula-
tion. It is notable that the multimodel mean of 23 CMIP5 simulations also tended to simulate a cold Arctic
(Figure 2e), as themultimodel SATmean over the Arctic from the CMIP5-AMIP simulations for the same period
is 248.95 K, 1.16 K colder than the mean of the three reanalyses. The spatial distribution of SAT difference
between CMIP5 and the reanalyses (Figure 2e) resembles that between the FV and the reanalyses (Figure 2d).

To further examine whether the Arctic surface temperature bias is systematically related to the dynamic cores
in CMIP5 models, we classified the 23 CMIP5-AMIP simulations by their grid system and dynamical core type

Figure 3. Averaged surface air temperature in winter (December-January-
February) north of 65°N in historical Atmospheric Modeling
Intercomparison Project simulation results from 23 Coupled Model
Intercomparison Project phase 5 (CMIP5) climate models, their multimodel
ensemble mean, and three reanalysis data sets (European Centre for
Medium-Range Weather Forecasts Interim Re-Analysis, Modern-Era
Retrospective Analysis for Research and Application, and National Centers
for Environmental Prediction Climate Forecast System). Colors represent
the type of grid system and dynamical core used in each model:
latitude-longitude grid with finite method (dark blue), cubed-sphere grid
with finite method (orange), and latitude-longitude grid with global spectral
method (red).
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(Figure 3), consisting of latitude-longitude grid with finite method (e.g., finite difference and finite volume),
cubed-sphere grid with finite volume method, and latitude-longitude grid with spectral method (see
Table S1 in the supporting information for more detailed characteristics of the 23 CMIP5 models). The
cubed-sphere grid models with finite volume method tend to simulate a moderate Arctic climate, while
latitude-longitude grid models with spectral method tend to simulate a moderate-warm Arctic climate.
However, all latitude-longitude grid models using finite method (except for IPSL-CM5A-MR) simulated a
colder Arctic surface temperature when compared to the mean of the three reanalysis data sets and the
multimodel mean of all 23 CMIP5-AMIP models. This suggests that the cold tendency of Arctic mean SAT
seen in CMIP5-AMIP simulations overall originated from models adopting dynamical cores based on
latitude-longitude grid with finite methods, no matter which physical processes are used. These results
support our suggestion that different dynamical cores have noticeable impacts on simulation results,
especially over the Arctic region.

The altered Arctic surface temperature may also lead to changes in teleconnection patterns, especially those
linked to Arctic sea ice, suggesting that the choice of dynamical cores can have a remarkable effect on the
remote responses of midlatitude regions with regard to reductions in sea ice. In order to examine this possi-
bility, we compared the responses of SAT and sea level pressure (SLP) as simulated by the FV and SE cores to
reduced Arctic sea ice conditions (Figure 4). Both cores showed the same pronounced warming response
over the sea ice reduction region in the Arctic. In contrast, the SAT response in the midlatitude region and
the SLP in the north Atlantic showed a statistically significant difference between the two cores. The FV

Figure 4. Responses of surface air temperature (SAT) and sea level pressure (SLP) to reduced sea ice over the Arctic from climate simulations conducted by (a) finite
volume (FV) and (b) spectral element (SE) dynamical cores. Contour interval for SLP is 100 Pa. Stippled and cross-checked regions indicate areas where the
difference is significant at the 99% confidence level based on a t test. Box plots show the ensemble mean SAT differences between reduced sea ice and
baseline experiments for (c) the FV core and (d) the SE core averaged over North America, as defined by the red box in (a) and (b) (120–80°W, 35–55°N). Boxes
and whiskers indicate ranges of one standard deviation and the 99th percentile, respectively. Box plots are estimated based on 100,000 bootstrap samples.
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core produced no significant response in midlatitude SAT or northern midlatitude SLP (Figure 4a), but the SE
core produced a significant cold SAT response in North America and lower pressure response in the North
Atlantic (Figure 4b). Only the SE core seemed able to simulate Warm Arctic, partly Cold Continents response
to reduced sea ice cover in this study.

Taking into account the strong internal variability of the winter response over the Arctic and surrounding
regions, we estimated the significance of the cold response in North America using 100,000 random boot-
strap samples. The SAT response over North America produced by the FV core was not significant for all
ensemble sizes (Figure 4c), but the SE core’s results appear robust for more than 90 ensemble sizes at a
99% confidence level (Figure 4d). This robustness with respect to the ensemble sizes is consistent with
Mori et al. (2014), suggesting that there is a significant difference in midlatitude temperature responses
between the FV and SE cores.

4. Summary and Discussion

Our study showed that compared to the FV core on latitude-longitude grid, the SE core on cubed-sphere grid
with the same physical parameterizations simulates enhanced northward heat transport in the midlatitude
region and increased tropospheric sinking motion over the Arctic. In association with these dynamical pro-
cesses, lower tropospheric warming over the Arctic region follows. The relatively increased sinking motion
of SE in the Arctic lower atmosphere is consistent with the northward heat transport.

Various factors such as the grid system, fast-wave handling, and the physics-dynamics coupling process may
contribute to this difference between eddy fluxes. Among the factors, fast-wave treatment may be profound
contributors. The additional numerical filter for polar regions is a necessary requisite for models using finite
method on latitude-longitude grid system (see Table S1 in the supporting information). The FV core in this
study also applies an additional polar filter to stabilize fast gravity waves over high-latitude regions (Neale
et al., 2012; Thatcher & Jablonowski, 2016). Although the application of the polar filter is intuitively thought
to weaken the eddy fluxes by slower fast waves, in our full-physics experiments, the weakening of the upper
layer momentum flux appears instead in the SE core. Further studies on the influence of the polar filter,
including this counterintuitive result, are therefore needed.

Meanwhile, it should be noted that higher SAT in the SE core than in the FV core and relatively small SAT dif-
ference compared to reanalysis data sets do not mean that the SE core simulates Arctic climate more accu-
rately than the FV core. The result of this study suggests that the SE core tends to simulate a higher SAT of the
Arctic region than the FV core with only the influence of the dynamical core. In addition, the SAT over the
Arctic of the reanalysis data also has inherent uncertainty due to modeling. Above all, the range of SAT simu-
lated by the two cores can be significantly affected by the physics schemes. For example, physical processes
such as sea ice thickness in the Arctic region can significantly alter the SAT over the Arctic (Lang et al., 2017).
In the additional reduced sea ice thickness experiment set, the SAT difference of the FV core against reana-
lyses mean becomes dramatically reduced (see Figure S1 in the supporting information).

In simulations forced by reduced sea ice cover with physics settings for present climate, only the SE core
simulated a robust cooling response over North America. The negligible SAT response to the reduced sea
ice in FV core resembles the results of Sun et al. (2016), which demonstrates that sea ice loss does not cause
cooling over the high-latitude continental regions in their multimodel ensemble. This result may be influ-
enced by climatic conditions in the Arctic and surrounding regions simulated by different dynamical cores,
as recent studies suggest that various climatic factors, such as the Pacific decadal oscillation (e.g., Screen &
Francis, 2016), Atlantic multidecadal oscillation (e.g., Osborne et al., 2017), and background state of the
Arctic and surrounding regions (e.g., Smith et al., 2017), contribute to the midlatitude response to
warmer Arctic.

We estimate that the different stability of the lower troposphere caused by the Arctic near-surface tempera-
ture in the two cores is one of the climatic conditions that could influence the midlatitude response. Because
the redistribution of Arctic surface warming can be affected by near-surface temperature inversions (Bintanja
et al., 2011), a degree of cold surface over the Arctic could affect the growth of anomalous equivalent baro-
tropic anticyclones in the vicinity of sea ice loss regions and consequently cool the downstream midlatitude
regions (Kug et al., 2015). This possibility can be confirmed by the SE core simulation in which an anomalous
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anticyclone over the vicinity of the Chukchi Sea was found (Figure 4b). In addition, in the artificial sea ice
thickness reduction experiments of the FV core, the warmer Arctic region resulted in a cooling response in
the Eurasian region as a response to sea ice reduction (see Figure S2 in the supporting information). On
the other hand, in the artificial sea ice thickness reduction experiments of the SE core, SAT response in mid-
latitude regions did not appear. This is presumably due to the weakening of the warming for reduced sea ice
concentration in the Arctic region in these experiments.

The diversity of midlatitude responses in the two sea ice reduction experiments with the two climatic condi-
tions in this study suggests that strong internal atmospheric variability can influence the teleconnection
between the Arctic and midlatitude regions. Nonetheless, significantly different midlatitude responses
between the two cores remind us that special attention should be paid to the interpretation of Arctic climate
modeling results, including the results of this study, and raise the need for further studies investigating which
factors in dynamical cores most affect Arctic climate simulations.
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